A customized genetic algorithm for solving multi-period cross-dock truck scheduling problems
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ABSTRACT

Cross-docking is a logistics strategy for direct distribution of products from a supplier or manufacturing plant to a customer or retail outlet with little or no handling and storage time. The classical cross-docking models are used to find the optimal inbound/outbound truck schedule that minimizes the total operational time. We propose a new multi-period cross-docking model with multiple products, due dates, variable truck capacities, and temporary warehouse. The problem is formulated as mixed-integer programming and an evolutionary computation approach based on a genetic algorithm (GA) is designed to solve it. The structure of the chromosomes, the operators, and the constraint handling strategy are specifically designed for multi-period problems. Several test instances have been generated to compare the performance of the proposed GA with that of a branch and bound solution procedure. Moreover, a comprehensive statistical analysis is conducted to illustrate the performance efficacy of the proposed GA relative to the branch and bound algorithm. This analysis reveals that the GA provides a substantial decrease in the computational burden when compared to the branch and bound algorithm.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction: cross-docking basics

Cross-docking is a logistics management concept that refers to moving products from a supplier or manufacturing plant to a customer or retail chain with little or no material handling in between. Cross-docking reduces material handling and the need to store the products in a warehouse. Generally, cross-docking facilities include five major functions of warehousing: collection from suppliers, receiving, consolidation (i.e., the process of storage and order picking), shipping, and delivery to customers. Cross-docking minimizes the storage and order picking functions while still allowing of a warehouse to perform its receiving and shipping functions [25]. The objective in cross-docking is to transfer shipments directly from suppliers and incoming trailers to outgoing trailers and customers without storage in between.

Several potential problems may arise in the cross-docks caused by the different door environments, operational characteristics, and objective functions [5]. These problems regard mainly location [22,27], vehicle routing [9,12,15,23,24,28], and truck scheduling [5]; [33]. In this study, we will focus on the truck scheduling problem.

Scheduling is a fundamental part of cross-docking, because a correct priority order among inbound and outbound trucks reduces the expenses incurred by the firm and improves the efficiency of the shipment process. There are many methods for finding the optimum cross-docking schedule. Most of the articles on temporary storage deal with truck scheduling in cross-docking. This illustrates the major importance that this subject has for reducing operational expenses related to the transference of products in the warehouse, preventing accumulation and disorder in internal transferences, reducing the time of products’ storage in the warehouses, and minimizing the tardiness (delays) in the delivery of products to the customers.

Truck scheduling is usually defined for short periods of time and the literature on the topic can be categorized into three main groups. The first group generally considers a unique entrance and a unique exit, which simplifies the cross-docking process.
considerably. In the second group, scheduling is defined only for the entry process and it is assumed that an assignment for the exit one has already been made. This type of model has plenty of applications in postal systems, where outbound trucks move toward their destinations following a fixed schedule. In the third group, scheduling is simultaneously defined for the receiving and the shipping dock. This is the group whose models are more suitable to analyze cross-docking problems.

Plenty of researchers have examined simple cross-docking and scheduling processes, where the scheduling problem is transformed into a problem of inbound and outbound trucks. However, this type of cross-docking model is not sufficiently close to real-life situations and, therefore, it is not used in practice.

Yu and Egbelu [35] investigated a scheduling problem in cross-docking in its simplest form, i.e., when there is one strip door and one stack door. Their goal was to minimize the time, similarly to a double-machine (two-stage) workshop system where the products could be interchanged. Their model was a linear complex programming one, requiring heuristic methods to obtain solutions for large-scale problems. Yu and Egbelu [35] analyzed 32 cross-docking models, which were obtained by combining three main criteria (number of docks, docking sequence of trucks, existence or non-existence of temporary warehouse). We illustrate several possible cross-docking combinations from the model proposed by Yu and Egbelu [35] in Fig. 1.

Vahdani and Zandiyeh [32] solved the problem proposed by Yu and Egbelu [35] using 5 different meta-heuristic algorithms. They tried to improve the results obtained by each algorithm by temporary storing products on shipping platforms to shorten the scheduling time. The algorithms used by these authors included simulated annealing, variable neighborhood search as well as genetic, tabu search and electromagnetic algorithms. Different meta-heuristic algorithms have also been effectively used for solving larger problems. In this regard, Boloori Arabani et al. [4] used 5 meta-heuristic algorithms, namely, particle swarm optimization, genetic, tabu search, ant colony and differential evolutionary algorithms, to solve the problem proposed by Yu and Egbelu [35].

Boloori Arabani et al. [3] revisited the problem proposed by Yu and Egbelu [35]. They assumed that outbound trucks should complete their jobs in a particular period of time. Their objective was to minimize earliness and tardiness of the outbound trucks. They used three meta-heuristic algorithms: genetic algorithm (GA), particle swarm optimization algorithm, and differential evolutionary algorithm. Vahdani and Zandiyeh [32] solved this problem without taking into account the temporary storage assumption. They assumed that products were directly transferred from the inbound truck to the outbound trucks and used a GA and an electromagnetic algorithm to solve the problem. Soltani and Sadjadi [30] used the combinatorial algorithms of simulated annealing and variable neighborhood search to solve this problem.

An examination of previous research shows that a great deal of research has focused on the scheduling aspects of cross-docking. The model proposed by Yu and Egbelu [35] is one of the major works written in this area of research. However, one of the deficiencies of this model is that it does not take into consideration the capacities of the trucks or include due dates. It should be noted that several companies have successfully implemented their cross-docking systems even before a generic framework for understanding and designing cross-docking systems would appear in the technical literature [10,11].

In this regard, Rohrer [26] addressed several cross-docking problems through simulation. For example, he used simulation to establish failure strategies that accounted for cross-docking problems before they were encountered. Similarly, Magableh et al. [19] proposed a generic simulation model to represent the main operations within a cross-docking facility.

Bartholdi and Gue [2] also surveyed the cross-docking system. They assumed that cross-dock doors were permanently assigned as strip or stack doors and proposed different layouts based on the number of doors, the ratio of strip to stack doors, and the distribution of material flows inside. Chen and Lee [8] considered the truck scheduling problem as a two-machine flow-shop problem, where the first machine was used for unloading and unpacking operations of the inbound trucks and the second machine was assigned to the collecting and loading operations of the outbound trucks.

The idea of mapping the cross-docking truck scheduling problem to the flow-shop scheduling problem was extended by Song and Chen [31] to cover multiple strip doors. They defined the problem as a two stage cross-docking logistics optimization problem where the first stage represented the inbound flow with multiple unrelated parallel machines and the second stage represented the outbound flow with one machine. Song and Chen [31] introduced a mathematical model and solved it for small scale instances. They also proposed two heuristics based on Johnson’s rule to observe the performance of moderate and large scale instances.

In this study, we consider the problem proposed by Yu and Egbelu [35] and propose two models for cross-dock truck scheduling. In the first model, the capacity of the trucks is taken into consideration and inbound and outbound trucks have been assumed to have a given time-window for scheduling. In the second model, the assumptions of the first model are considered again in a multi-period planning horizon and a GA is proposed to solve several benchmark instances of the problem. We also compare the performance of the GA proposed in this study with that of the exact method of branch and bound (coded in LINGO software).

![Fig. 1. Possible cross-docking combinations.](image-url)
The main contributions of this paper to the cross-docking literature are: (1) modeling a novel multi-period cross-dock truck scheduling problem that considers different capacity constraints for the trucks, time windows for inbound and outbound trucks as well as a balanced workload for the trucks during the multiple periods of planning; (2) proposing a GA to solve the resulting models in real-life scales; (3) comparing the performance of the proposed GA with that of the exact method of branch and bound through several benchmark instances using statistical analysis.

The remainder of this paper is organized as follows. In Section 2, the main characteristics of the problem being analyzed are briefly described and the contribution of our model to the cross-docking literature highlighted. In Section 3, we introduce the two cross-dock truck scheduling models. In Section 4, we solve both models using an exact branch and bound method and a customized GA. In Section 5, we present and analyze our experimental results. Finally, in Section 6, we conclude and propose future research directions.

2. Model properties and contribution to the literature

The purpose of truck scheduling problems in cross-docking is to find the best sequence for inbound and outbound trucks in order to minimize the whole operation time. The literature analyzing truck-scheduling in cross-docking has developed formal frameworks similar to the one considered by Yu and Egbelu [35] in different directions [33,6]. In general, these research directions have been introduced in pairs, whose main combinations have been illustrated in Table 1. The column variables represent the main contributions introduced by the corresponding paper, which are complemented by those of the row variables. In particular:

- Lim et al. [18] considered constraints in transportation schedules and warehouse capacities together with supplier and customer time windows. Shakeri et al. [29] analyzed truck scheduling with a capacity-constrained internal workforce in a cross-dock with multiple doors. Together with truck-scheduling, these authors took internal cross-dock scheduling into account.
- The introduction of time windows when the cross-docking process and the trucks are subject to capacity constraints was initially considered by Li et al. [13]. The subsequent literature has recently focused on adding multiple docks to the time-windows-constrained setting [34].
- Lim et al. [16], Lim et al. [17] and Miao et al. [20] formalized the scheduling of inbound and outbound trucks in a setting with multiple dock doors. Moreover, Lim et al. [16] considered also different capacity constraints while time windows were added by Lim et al. [17] and Miao et al. [20].
- Among the recent developments of the literature, we must emphasize the formalization of cross-docking networks. This type of structure has been designed to account for multiple cross-docks, each one of which is usually in charge of handling individual shipments, while subject to a time window constraint [7]. The extension of this type of structure into distribution networks subject to the limited capacity of the cross-dock and the trucks defines one of the most recent directions of the literature [21].

Table 1

<table>
<thead>
<tr>
<th>Variations with respect to Yu and Egbelu</th>
<th>Initial directions</th>
<th>New developments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity constraints</td>
<td>Li et al. [13]</td>
<td>Mootahari et al. [21]</td>
</tr>
<tr>
<td>Time windows</td>
<td>Lim et al. [16]</td>
<td>X</td>
</tr>
<tr>
<td>Multiple doors/docks</td>
<td>Miao et al. [20]</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Chen et al. [7]</td>
<td></td>
</tr>
</tbody>
</table>

We consider a truck scheduling problem within a cross-dock consisting of a unique strip and a unique stack door. Both the inbound and outbound trucks have to be scheduled considering different time windows. We concentrate on the temporal dimension of the problem and its generalization to an environment with multiple time periods, while keeping the (multiple) door-assignment problem aside. The main objective of the optimization model consists of minimizing the operational time of the cross-docking process, i.e., the time required to transfer all the products from the inbound to the outbound trucks. The basic assumptions defining our truck scheduling problem are enumerated below:

- An exclusive mode of service is considered, i.e., one of the dock doors is exclusively assigned to inbound trucks and the other to outbound trucks.
- All products from the inbound trucks are unloaded in the arriving dock and transferred to the shipping dock, where they are loaded into outbound trucks.
- Different types of products are loaded and unloaded sequentially, i.e., the loading or unloading time of a truck is proportional to the different types of products involved in the process.
- Preemption is not allowed, i.e., all trucks have to be completely processed before leaving the dock.
- We allow for intermediate storage inside the cross-dock. That is, inbound trucks can unload their products before the corresponding outbound truck is available.
- We do not constrain the capacity of the storage area but impose a dynamic consistency requirement on the number of products being transferred in the cross-dock per time period.
- We do not consider internal operations such as sorting and labeling or the assignment of (limited) personnel and equipment to perform any required cross-docking operations.
- The truck changeover time as well as the time required to transfer products between doors is assumed to be fixed.

The cross-dock scheduling paradigm is generally classified in the categories of short-range and mid-term planning, although it has been mainly studied within the former one during the last decades. When considering temporary storage limitations, cross-dock scheduling is categorized as short-range planning. In this regard, the inclusion of multi-period properties brings the problem closer to mid-term planning. When the planning parameters of a cross-dock facility change through short- and mid-term periods, multi-period planning is required to make optimum decisions throughout a mid-term planning period. The design of a cross-docking schedule through multiple planning periods requires defining the balance of loads for inbound and outbound trucks throughout the periods of time considered. Moreover, the corresponding structure must integrate time windows and variable truck capacities within the multi-period planning schedule. Therefore, the required modifications will be
progressively implemented through two models. The first one extends the formal setting defined by Yu and Egbelu [35] in order to account for time windows and variable truck capacities, while the second model integrates the first one within a balanced multi-period planning schedule.

The reason for this progressive introduction of the modifications is twofold. First, it allows us to illustrate how the consistency conditions introduced to formalize the multi-period planning schedule interact dynamically with the time windows and capacity constraints imposed in the initial model. In this regard, the initial one-period model helps providing the intuition required. Second, we need a reference case against which to compare the computational requirements and performance of the extended dynamical framework when solving the model numerically. The next section describes the models proposed in detail.

3. Problem formulation

3.1. Model (1)–(19) features and details

Model (1)–(19) considers a one-period scenario where the trucks have due dates. They have to load or unload products and leave the dock before a specific due date. In this model, we consider time windows for both inbound and outbound trucks in the receiving and shipping docks, respectively. Therefore, each inbound truck unloads the products before a due date and each outbound truck must leave the dock before another due date. Consequently, the truck due dates are taken as input parameters in the model. Truck capacities are also taken into consideration, with trucks not being allowed to transport more products than their limited capacities. Note that, the capacities of inbound and outbound trucks may be different as the inbound and outbound fleets are not homogenous and may contain different types of trucks and capacities. Table 2 presents the indices, sets, parameters, and decision variables used in Model (1)–(19).

The single period cross-dock scheduling problem defined in Model (1)–(19) has been introduced to provide a basis on which to build the multi-period cross-dock scheduling problem defined in Model (20)–(41). More precisely, Model (1)–(19) will be used to emphasize the main consistency requirements that must be implemented when defining its dynamic counterpart in Model (20)–(41). The latter framework encompasses several periods that describe how the variables defining its dynamic decision structure are forecasted and optimized in the first period of planning. The dynamic interactions that take place among the decision variables through the planning horizon are lacking in the single period problem defined in Model (1)–(19). Consequently, the results derived from optimizing the single period cross-dock scheduling problem per period of planning would differ from those obtained when optimizing a multi-period cross-dock scheduling problem. At the same time, the formal and numerical differences that arise when comparing both models provide the intuition required to analyze the dynamic framework constituting the basis of Model (20)–(41).

The following mixed integer mathematical programming is proposed as Model (1)–(19).

\[
\text{Min } Z = T
\]  

\[
T \geq L_j; \quad j = 1, 2, \ldots, S;
\]

\[
\sum_{i=1}^{r} x_{ijk} = r_{ik}; \quad i = 1, 2, \ldots, R; \quad k = 1, 2, \ldots, N;
\]

\[
\sum_{i=1}^{s} x_{ijk} = s_{jk}; \quad j = 1, 2, \ldots, S; \quad k = 1, 2, \ldots, N;
\]

\[
x_{ijk} \leq M v_{ij}; \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S; \quad k = 1, 2, \ldots, N;
\]

\[
F_i \geq C_i + \sum_{k=1}^{N} r_{ik}; \quad i = 1, 2, \ldots, R;
\]

\[
C_j \geq F_i + DD - M(1 - p_i); \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S; \quad i \neq j;
\]

\[
C_i \geq F_j + DD - M p_{ij}; \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S; \quad i \neq j;
\]

\[
p_{ij} = 0; \quad i = 1, 2, \ldots, R;
\]

\[
q_{ij} = 0; \quad j = 1, 2, \ldots, S;
\]

\[
L_j \geq d_j + \sum_{k=1}^{N} s_{jk}; \quad j = 1, 2, \ldots, S;
\]

\[
C_i \geq F_j + DD - M(1 - p_i); \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S; \quad i \neq j;
\]

\[
C_i \geq F_j + DD - M p_{ij}; \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S; \quad i \neq j;
\]

\[
L_j \geq C_i + VV + \sum_{k=1}^{N} x_{ijk} - M(1 - v_{ij}); \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S;
\]

\[
(1) \quad T \geq L_j; \quad j = 1, 2, \ldots, S;
\]

\[
(2) \quad \sum_{i=1}^{r} x_{ijk} = r_{ik}; \quad i = 1, 2, \ldots, R; \quad k = 1, 2, \ldots, N;
\]

\[
(3) \quad \sum_{i=1}^{s} x_{ijk} = s_{jk}; \quad j = 1, 2, \ldots, S; \quad k = 1, 2, \ldots, N;
\]

\[
(4) \quad x_{ijk} \leq M v_{ij}; \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S; \quad k = 1, 2, \ldots, N;
\]

\[
(5) \quad F_i \geq C_i + \sum_{k=1}^{N} r_{ik}; \quad i = 1, 2, \ldots, R;
\]

\[
(6) \quad C_j \geq F_i + DD - M(1 - p_i); \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S; \quad i \neq j;
\]

\[
(7) \quad C_i \geq F_j + DD - M p_{ij}; \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S; \quad i \neq j;
\]

\[
(8) \quad p_{ij} = 0; \quad i = 1, 2, \ldots, R;
\]

\[
(9) \quad q_{ij} = 0; \quad j = 1, 2, \ldots, S;
\]

\[
(10) \quad L_j \geq d_j + \sum_{k=1}^{N} s_{jk}; \quad j = 1, 2, \ldots, S;
\]

\[
(11) \quad C_i \geq F_j + DD - M(1 - p_i); \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S; \quad i \neq j;
\]

\[
(12) \quad C_i \geq F_j + DD - M p_{ij}; \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S; \quad i \neq j;
\]

\[
(13) \quad L_j \geq C_i + VV + \sum_{k=1}^{N} x_{ijk} - M(1 - v_{ij}); \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S;
\]
\[ F_i \leq D_{\text{Date}}; \quad i = 1, 2, \ldots, R; \quad (15) \]
\[ L_j \leq R_{\text{Date}}; \quad j = 1, 2, \ldots, S; \quad (16) \]
\[ \sum_{k=1}^{N} r_{ik} \leq \text{Cap}_i; \quad i = 1, 2, \ldots, R; \quad (17) \]
\[ \sum_{k=1}^{N} s_{jk} \leq \text{Cap}_j; \quad j = 1, 2, \ldots, S; \quad (18) \]
\[ \text{Cap}_i \cdot X_{ij} + \sum_{k=1}^{N} r_{ik} X_{ijk} = \text{Date}_i; \quad i = 1, 2, \ldots, R; \quad (19) \]

The set of constraints (17) ensures that the unloading times of all products into the dock. The set of constraints (18) determines the order of precedence between inbound trucks. These constraints require the exit time of outbound truck \( j \) from the shipping dock to be greater than or equal to the sum of

- the entrance time of inbound truck \( i \) into the receiving dock, \( C_i \);
- the time required to move products between docks, \( V \);
- the time required to transfer the products from the inbound to the outbound dock, \( \sum_{k=1}^{N} x_{ijk} \).

That is, this set of constraints provides dynamic consistency between the entrance and transfer processes taking place in the dock. It accounts for all inbound and outbound trucks together with all types of products. Note, in particular, that the last right-hand side term determines whether or not the constraint is active. Thus, as was the case in (5), the binary variable \( v_{ij} \) will be equal to one if a product is transferred from truck \( i \) to truck \( j \), obliging the outbound truck to wait for all the inbound trucks whose products it must ship. This means that the corresponding constraint is active. Otherwise, the value of \( v_{ij} \) will be equal to zero, relaxing the corresponding constraints, since \( L_j \geq -M \), with \( j = 1, 2, \ldots, S \).

The sets of constraints (15) and (16) define the due dates for the inbound and outbound trucks, respectively. Note that, the inbound (outbound) trucks should unload (load) the products in the receiving (shipping) dock and leave the dock before the due date. The sets of constraints (17) and (18) have been introduced to ensure that the capacities of the inbound and outbound trucks are not exceeded. Finally, constraint (19) defines the type of decision variables considered in the model.

### 3.2. Model (20)–(41) Features and Details

Model (20)–(41) extends the formal setting of Model (1)–(19) and allows for scheduling to be defined over a multi-period planning horizon. As already stated, standard cross-docking models only consider scheduling for a single period of planning. Our second model defines scheduling over several consecutive time periods, leading to a multi-period mixed integer mathematical model. The aim of this model is to find the best sequence for the inbound and outbound trucks so as to minimize the whole operation time over the multiple-periods considered.

Moreover, in Model (20)–(41), a balance among the products transferred in different time periods is imposed. In this way, the workload of the receiving and shipping docks is leveled throughout the multiple-periods composing the planning horizon. This constraint allows us to balance the transference of products in cross-docking and prevents products from being accumulated in the cross-dock. Therefore, the concept of temporary warehouse is implemented more efficiently relative to the existing models in the literature. Table 3 presents the indices, sets, parameters, and decision variables used in Model (20)–(41).

The following multi-period mixed integer mathematical programming is proposed as Model (20)–(41).

\[
\text{Min} \quad Z = \sum_{t=1}^{T} T_t \quad (20)
\]
\[
T_t \geq L_j; \quad j = 1, \ldots, S; \quad t = 1, \ldots, T; \quad (21)
\]
\[
\sum_{j=1}^{S} x_{ijk} = r_{ik}; \quad i = 1, 2, \ldots, R; \quad k = 1, 2, \ldots, N; \quad t = 1, 2, \ldots, T; \quad (22)
\]
\[
\sum_{i=1}^{g} q_{ijk} = s_{jk}; \quad j = 1, 2, \ldots, S; \quad k = 1, 2, \ldots, N; \quad t = 1, 2, \ldots, T; \quad (23)
\]
Table 3
Model (20)–(41) parameters and variables.

<table>
<thead>
<tr>
<th>Indices and sets</th>
<th>Parameters</th>
<th>Continuous and integer decision variables</th>
<th>Binary variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>Indicator of inbound truck $i = 1,2,\ldots,R$; $j = 1,2,\ldots,S; k = 1,2,\ldots,N$; $t = 1,2,\ldots,T$;</td>
<td>$x_{ijk}$</td>
<td>$v_{ij}$; $i = 1,2,\ldots,R; j = 1,2,\ldots,S; k = 1,2,\ldots,N; t = 1,2,\ldots,T$;</td>
</tr>
<tr>
<td>$j$</td>
<td>Indicator of outbound truck $j = 1,2,\ldots,S$; $i = 1,2,\ldots,R; j \neq i; t = 1,2,\ldots,T$;</td>
<td>$F_{it}$</td>
<td>$d_{it}$; $i = 1,2,\ldots,R; t = 1,2,\ldots,T$;</td>
</tr>
<tr>
<td>$k$</td>
<td>Indicator of product type $k = 1,2,\ldots,N$; $i = 1,2,\ldots,R; j \neq i; t = 1,2,\ldots,T$;</td>
<td>$C_{it}$</td>
<td>$C_{it} \geq F_{it} + DD - M(1 - p_{it}); \ i = 1,2,\ldots,R; \ j = 1,2,\ldots,S; \ i \neq j; \ t = 1,2,\ldots,T$;</td>
</tr>
<tr>
<td>$t$</td>
<td>Indicator of time period $t = 1,2,\ldots,T$;</td>
<td>$d_{it}$</td>
<td>$d_{it} \geq L_{it} + DD - Mq_{ijt}; \ i = 1,2,\ldots,R; \ j = 1,2,\ldots,S; \ i \neq j; \ t = 1,2,\ldots,T$;</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Number of inbound trucks in period $t$</td>
<td>$DD_{it}$</td>
<td>$DD_{it} \geq$ Due date of inbound truck $i$ in period $t$</td>
</tr>
<tr>
<td>$S_t$</td>
<td>Number of outbound trucks in period $t$</td>
<td>$R_{ijt}$</td>
<td>Required time for truck change</td>
</tr>
<tr>
<td>$r_{it}$</td>
<td>Number of type $k$ products that are unloaded from inbound truck $i$ in period $t$</td>
<td>$d_{it}$</td>
<td>$d_{it} \geq L_{it} + DD - Mq_{ijt}; \ i = 1,2,\ldots,R; \ j = 1,2,\ldots,S; \ i \neq j; \ t = 1,2,\ldots,T$;</td>
</tr>
<tr>
<td>$s_{it}$</td>
<td>Number of type $k$ products that are unloaded from outbound truck $i$ in period $t$</td>
<td>$L_{it}$</td>
<td>$L_{it} \geq C_{it} + VV + N \sum_{k=1}^{N} x_{ijk} - M(1 - v_{ij}); \ i = 1,2,\ldots,R; \ j = 1,2,\ldots,S; \ t = 1,2,\ldots,T$;</td>
</tr>
<tr>
<td>$s_{jkt}$</td>
<td>Number of type $k$ products that are loaded in truck $j$ in period $t$</td>
<td>$VR_{it}$</td>
<td>$F_{it} \leq DD_{it}; \ i = 1,2,\ldots,R; t = 1,2,\ldots,T$;</td>
</tr>
<tr>
<td>$DD_{it}$</td>
<td>Due date of inbound truck $i$ in period $t$</td>
<td>$t_{it}$</td>
<td>The leaving time of outbound truck $i$ from the shipping dock in period $t$</td>
</tr>
<tr>
<td>$DD_{jt}$</td>
<td>Due date of outbound truck $j$ in period $t$</td>
<td>$T_{it}$</td>
<td>The completion time of operations in the dock in period $t$</td>
</tr>
<tr>
<td>$Cap_p$</td>
<td>Capacity of outbound truck $j$ in period $t$</td>
<td>$Z$</td>
<td>The completion time of operations in the dock in all planning periods</td>
</tr>
<tr>
<td>$A_{it}$</td>
<td>Required time for the movements of products from the receiving dock to shipping dock</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>A large positive value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{ij}$</td>
<td>If in time period $t$ a product is transferred from inbound truck $i$ to outbound truck $j$, this variable is equal to 1; otherwise, it is equal to 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_{it}$</td>
<td>This variable determines the sequence of outbound trucks. If in time period $t$, inbound truck $i$ has priority over outbound truck $j$, this variable is equal to 1; otherwise, it is equal to 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$q_{ij}$</td>
<td>This variable determines the sequence of outbound trucks. If in time period $t$, outbound truck $i$ has priority over outbound truck $j$, this variable is equal to 1; otherwise, it is equal to 0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The average number of products

$\text{AVG} = \frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{R} x_{ijk}/T$;

$\text{AVG} \leq \sum_{k=1}^{N} \sum_{j=1}^{S} \sum_{i=1}^{R} x_{ijk} - M(1 - v_{ij}); \ i = 1,2,\ldots,R; \ j = 1,2,\ldots,S; \ t = 1,2,\ldots,T$;

$\sum_{k=1}^{N} \sum_{j=1}^{S} \sum_{i=1}^{R} x_{ijk} - M(1 - v_{ij}); \ i = 1,2,\ldots,R; \ j = 1,2,\ldots,S; \ t = 1,2,\ldots,T$;

$\sum_{k=1}^{N} x_{ijk} \leq Cap_{jk}; \ i = 1,2,\ldots,R; \ j = 1,2,\ldots,S; \ t = 1,2,\ldots,T$;

$\sum_{k=1}^{N} s_{jkt} \leq Cap_{jk}; \ i = 1,2,\ldots,R; \ t = 1,2,\ldots,T$;

Note that the formal structure of this model is very similar to that of Model (1)–(19). The main difference between both models is given by the time index $t$ and the new time-period decision variable introduced, $T_{it}$. These modifications give place to three additional sets of constraints, (36)–(38), relative to the first model. The remaining sets of constraints are time-indexed versions of those composing Model (1)–(19) that must now be integrated within a consistent dynamical framework. We describe all of them explicitly below for completeness.

The objective function (20) minimizes the sum of the maximum amounts of time required by the trucks to complete their schedules during all the periods of planning. In other words, it minimizes the total (multi-period) completion time of operations in the dock. The set of constraints (21) guarantees that the amount of time required to transfer products in period $t$ is higher than the operation time required by each outbound truck to leave the shipping dock. The set of constraints (22) guarantees that the number of type $k$ products which are transferred from inbound truck $i$ to all outbound trucks in period $t$ is equal to the number of type $k$ products which are unloaded from truck $i$.

The set of constraints (23) states that the number of type $k$ products transferred from all the inbound trucks to outbound truck $j$ in period $t$ must be equal to the number of type $k$ products which are loaded in truck $j$. Similarly to (5) in Model (1)–(19), the set of constraints (24) relates $x_{ijk}$ and the binary variable $v_{ij}$ each time period $t$ of the planning horizon. The set of constraints (25)
determines the leaving time of inbound truck \(i\) from the dock in period \(t\), which must be greater than or equal to the time required for the truck to enter the dock plus the sum of the unloading times of all its products into the dock (in period \(t\)).

Similarly to (7) and (8) in Model (1)–(19), the sets of constraints (26) and (27) use the binary variable \(p_{ijt}\) to determine the entry sequence of inbound trucks into the receiving dock for each time period \(t\). The next two constraints provide consistency to the truck schedule in each time period \(t\), with (28) guaranteeing that no inbound truck enters the dock before itself and (29) guaranteeing that no outbound truck leaves the dock after itself.

The sets of constraints (30)–(32) determine the entry sequence of outbound trucks into the shipping dock for each time period \(t\). (30) calculates the time required for truck \(j\) to leave the dock, while (31) and (32) define the entry sequence of outbound trucks using the binary variable \(q_{ijt}\) to determine the order of precedence between outbound trucks \(i\) and \(j\).

The set of constraints (33) strengthens the link defined in (24) between inbound and outbound trucks for each time period \(t\). These constraints require the exit time of outbound truck \(j\) from the dock in period \(t\), \(L_{jt}\), to be greater than or equal to the sum of:

- the entry time of inbound truck \(i\) into the receiving dock, \(C_{it}\);
- the time required to move products between docks, \(VV\);
- the time required to transfer the products from the inbound to the outbound dock, \(\sum_{k=1}^{N} x_{ijkt}\).

Similarly to (14), this set of constraints provides dynamic consistency between the entrance and transfer processes taking place in the dock per time period of planning. It accounts for all inbound and outbound trucks together with all types of products and time periods. Indeed, the last right hand side term determines whether or not the constraint is active in the planning period \(t\). Thus, as was the case in (24), the binary variable \(v_{ijt}\) will be equal to one if a product is transferred from truck \(i\) to truck \(j\) in period \(t\), forcing the outbound truck to wait for all the inbound trucks whose products it must load. This means that the corresponding constraint is active and given by

\[
L_{jt} \geq C_{it} + VV + \sum_{k=1}^{N} x_{ijkt}; \quad i = 1, 2, \ldots, R; \quad j = 1, 2, \ldots, S; \quad t = 1, 2, \ldots, T.
\]

Otherwise, the value of \(v_{ijt}\) will be zero, relaxing the corresponding constraints, since \(L_{jt} \geq -M\), with \(j = 1, 2, \ldots, S\), and \(t = 1, \ldots, T\).

The sets of constraints (34) and (35) indicate the due dates imposed on the inbound and outbound trucks in period \(t\), respectively. As already stated, the formalization of a multi-period setting with variable capacities and time windows imposed on the inbound and outbound trucks constitutes the novel feature of the model proposed in this study. As a result, and given their respective capacities,

- the inbound trucks must unload the products in the receiving dock and leave the dock, and
- the outbound trucks must load the products from the shipping dock and leave the dock before the corresponding due dates assigned each time period.

Moreover, since Model (20)–(41) has been designed to account for a multiple-period planning horizon, the schedules generated should maintain a balance between the products transferred in the different planning periods. Constraint (36) computes the average number of products transferred in the cross-dock through the whole planning horizon. Note, in particular, that this equation provides the reference value used to balance the workload assigned throughout the different periods composing the planning horizon. We have introduced the set of constraints (37) and (38) in order to preserve the balance between the products transferred through the different planning periods. This set of constraints guarantees that the difference between the products transferred in the cross-dock in two consecutive periods is lower than or equal to the average number of products transferred in the dock during all the periods of planning.

In order to illustrate the implications derived from imposing the dynamic consistency conditions (36)–(38) on the number of products being transferred between docks each time period, consider the patterns of products transferred per time period, i.e., \(\sum_{k=1}^{N} \sum_{j=1}^{S} x_{ijkt}\), described in Table 4. These transfer patterns are illustrated in Fig. 2.

The first and fourth patterns both violate the consistency requirements imposed by Eqs. (36)–(38). In order to see why this is the case, note that the difference between the number of products transferred in the third and the second period equals 14 for the first pattern and 12 for the fourth. Therefore, the first pattern violates Eq. (37) while the fourth pattern violates Eq. (38). In this regard, the dynamic consistency constraints imposed on cross-dock transfers and defined by Eqs. (36)–(38) can be divided in two specific differentiated effects.

Eq. (37) can be interpreted as an upper limit condition on the variability of cross-dock transfers, while Eq. (38) represents the corresponding lower limit one. Both conditions provide substantial control over the pattern of cross-dock transfers, which allows us to prevent large increments, decrements or fluctuations in the amount of products being transferred through the different time periods. Note, in particular, how any negative value obtained from either \(\sum_{k=1}^{N} \sum_{j=1}^{S} x_{ijkt} - \sum_{k=1}^{N} \sum_{j=1}^{S} x_{ijkt-1}\) or ...

<table>
<thead>
<tr>
<th>Time period</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>T = 1</td>
<td>10</td>
</tr>
<tr>
<td>T = 2</td>
<td>12</td>
</tr>
<tr>
<td>T = 3</td>
<td>14</td>
</tr>
<tr>
<td>T = 4</td>
<td>16</td>
</tr>
</tbody>
</table>

Fig. 2. Different patterns of products transferred per time period and their AVG values.
4. Solution procedure

Both proposed models are solved using an exact branch and bound method through LINGO software and a customized GA coded in MATLAB software for several benchmark instances. Based on the number of products and that of inbound and outbound trucks, several instances of the models are generated and solved in small, medium, and large scales. Then, the results of both methods on all instances are compared using statistical analysis.

We describe below the main stages composing the GA applied to solve the cross-docking models proposed in this paper.

4.1. Chromosome design

Two genetic algorithmic structures have been designed in order to solve Model (1)–(19) and Model (20)–(41) numerically. Generally, a solution of a truck scheduling problem should consist of two differentiated parts presenting a sequence of inbound and outbound trucks, respectively.

Fig. 3 illustrates how inbound and outbound trucks are integrated within the set of total trucks considered in the one-period cross-docking Model (1)–(19). This figure describes the chromosome designed for Model (1)–(19), which consists of R cells assigned to the inbound trucks and S cells for outbound trucks. The values of the cells composing the first part of the chromosome, which determine the sequence of inbound trucks, are given by non-repeated random numbers between 1 and R. On the other hand, the values of the cells composing the second part of the chromosome, which determine the sequence of outbound trucks, are given by non-repeated random numbers between 1 and S.

Therefore, a solution of Model (1)–(19) would consist of a row matrix with R+S cells and be based on an initial population of chromosomes (sequences of trucks) that defines a given entry sequence in the receiving and shipping docks determined by the set of available trucks.

The chromosome designed to define the solutions of Model (20)–(41) is given in the form of a table with two main dimensions. This table extends the chromosome designed for Model (1)–(19) so as to handle multiple planning periods. Each row of the chromosome designed for Model (20)–(41) corresponds to the schedule of inbound and outbound trucks for a single planning period. Therefore, the number of rows composing the chromosome is determined by the number of planning periods considered. Fig. 4 summarizes the chromosome designed for Model (20)–(41).

4.2. Selection procedure

In this stage of the algorithm, a number of chromosomes is selected from the initial population in order to start the crossover stage. In the proposed GA algorithm, a standard roulette wheel method is used for selection.

4.3. Fitness function

The fitness function consists of minimizing the total completion time of operations in the dock and is written based on the objective functions of Model (1)–(19) and Model (20)–(41).
4.4. Crossover

The crossover scheme implemented is a variant of the standard two-point crossover operator and is described in Fig. 5. Given the assumed probability of intersection (crossover), we determine semi-randomly the genes that will be affected from each parent chromosome: two genes (trucks) from the R string and another two from the S string will be copied from the opposite parent, while the remaining genes remain unchanged for each corresponding child.

4.5. Mutation

The mutation scheme implemented modifies the docking sequence of a subset of semi-randomly selected trucks. The mutation process consist of selecting a subset of two trucks from the R string of the chromosome and swapping them. At the same time, another subset of two trucks from the S string is selected and their order swapped. Fig. 6 provides a schematic view of the proposed mutation operator using a numerical example.

4.6. Constraint handling

We have used a basic penalty strategy in order to enforce the constraints of Model (1)–(19) and Model (20)–(41) in the proposed GA method. That is, during the generation of the random initial solutions as well as through the crossover and mutation schemes, the feasibility of each chromosome is checked considering the constraints of Model (1)–(19) and Model (20)–(41). If an infeasibility arises in the solution, then a penalty is associated to the value of the fitness functions of the corresponding chromosome. In this way, infeasible chromosomes have a lower probability of being part of the next generation of chromosomes.

4.7. GA flowchart

Fig. 7 presents the flowchart of the GA proposed to solve the single and multi-period cross-dock scheduling problems with multiple products, due dates, and temporary warehouse introduced in the current paper.

5. Experimental results

In order to investigate the performance of the proposed models and solution procedures, an extensive numerical testing procedure including three class of instances (i.e., small, medium, and large problems) has been performed for both models. All test problems have been solved using both solution methods (i.e., branch and bound, and the GA). Then, the results are presented and compared for each model (i.e., Model (1)–(19) and Model (20)–(41)) and each solution method on these instances. We have generated 30 small size problem instances, 30 medium size problem instances, and 30 large size problem instances. Totally, 90 test problems have been generated for both models using the setting presented in Table 5.

Note that the parameters determining the size of the test problems have been selected using uniform distribution functions in order to generate sufficient variability. That is, sensitivity analysis has been performed by modifying the number of trucks, products and product types. The notation $U[a, b]$ in Table 5 implies that the associated parameters follow a uniform probability distribution function in the interval $a$ to $b$. The performance of both solution methods has been assessed using statistical analysis on all 90 test problems.
Several settings have been tested in order to achieve the most suitable tuning of the parameters of the GA. Table 6 summarizes the ranges of the parameters used to implement the GA together with the final values employed. The full set of parameter combinations was tested and the best values were determined based on a suitable tradeoff between the CPU time required and the quality of the solutions generated.

### 5.1. Results of the small-size instances

It will be assumed in both models that inbound trucks enter the receiving dock, unload the products and leave the dock within the time window assigned. Products are either transferred to a temporary warehouse, which is located in the shipping dock, or are directly transferred to the outbound trucks. Through this and the next section we will present the results obtained for Model (1)–(19) and Model (20)–(41) after implementing both solution procedures (i.e., branch and bound using LINGO and the GA using MATLAB) to solve all 90 test problems (i.e., small, medium, and large). Table 7 and Fig. 8 present the structure and results of the 30 small size test problems.

The CPU time and value of the objective functions for both models in all 30 small instances using both solution procedures are presented in Table 7. Note how, even in small-size instances, the average CPU times for both LINGO and the GA experience a noticeable increase when shifting from Model (1)–(19) to Model (20)–(41).

Consider now the averages of the error percentages described in Table 7. The error percentage values have been computed dividing the difference between the objective values obtained using the GA and the branch and bound method by the objective value obtained using the branch and bound method. That is, this variable describes the gap error arising between the GA and the branch and bound solutions. The average of the error percentages is equal to 0.006
and 0.008 for Model (1)–(19) and Model (20)–(41), respectively. This means that the proposed GA is reliable based on the results obtained from the small size instances and can achieve the optimal solutions within a suitable approximation in all 30 instances.

5.2. Results of the medium-size and large-size instances

The structures and results of the medium-size and large-size instances are presented in Tables 8, and 9, respectively. The CPU time and objective function values obtained for both models in all 30 medium-size instances using both solution procedures are presented in Table 8. Note the substantial increase experienced by the average CPU times for both LINGO and the GA when shifting from Model (1)–(19) to Model (20)–(41). Note also how LINGO requires a higher average CPU time to reach a solution in both models. The average of the error percentages is equal to 0.004 and 0.009 for Model (1)–(19) and Model (20)–(41), respectively. This means that the proposed GA method can be assumed to be reliable for medium-size instances and is able to achieve the near optimal solutions in all 30 medium-size instances.

When considering large-size test problems, LINGO was unable to converge toward the optimum solutions even after long runs.

Fig. 8. CPU time and objective function values based on the GA and LINGO for Model (1)–(19) and Model (20)–(41) in small-size instances.
As a result, the LINGO solution procedure implemented in Model (1)–(19) was terminated after 3600 s and the best known solutions were reported. The termination condition was set to 7200 s in Model (20)–(41). Given the findings reported in Table 9, it can be concluded that the proposed GA method outperformed the LINGO-based one in both models. The objective function values and CPU times achieved by the GA are much better than the corresponding ones obtained with the LINGO-based method.

The CPU time and objective function values obtained using both methods to solve both models within the medium and large size settings are presented in Figs. 9 and 10, respectively.

Based on the findings obtained in the small-size and medium-size instances, it could be assumed that the results of the GA for large-size instances are reliable, although additional analyses must be performed.

### 5.3. Statistical analysis

Although the results presented in Tables 7–9 illustrate the efficacy of the proposed GA method in all 90 test problems, an extensive statistical analysis is also performed to test whether there is a meaningful statistical difference between the performance of the exact branch and bound method implemented in LINGO and the proposed GA method implemented in MATLAB. To this end, we start by running the Kolmogorov-Smirnov normality test to check whether the objective function values obtained in both models using both solution procedures follow a normal probability density function. In statistical analysis, the hypothesis of equal means is based on the probability density function of the population from which the sample is derived. If it is confirmed that the sample is normally distributed, then it can be inferred that the population also follows a normal distribution. In this regard, the Kolmogorov-Smirnov is one of the most well-known and widely implemented normality tests.

MINITAB software was used to perform the Kolmogorov-Smirnov test on the results obtained. Recall that the null hypothesis of this test validates the distributional normality of the observations, while the alternative hypothesis rejects it. The results of the test for both models and both solution methods are summarized in Fig. 11.

Whenever the p-values presented in Fig. 11 are lower than 0.05, we can conclude that there is not enough evidence to accept the null hypothesis and the observations/results obtained cannot be assumed to be normally distributed. In contrast, when the p-values are higher than 0.05 there is not enough evidence to reject the null hypothesis and the observations/results obtained can be assumed to be normally distributed.

The next step depends on the normality of the results obtained. If the results are normally distributed, a normal parametric test (one-way ANOVA) will be run for each model to verify the equality of the means of the results obtained using the GA and LINGO. On the other hand, if the results are not normally distributed, a non-parametric test (Kruskal-Wallis) must be performed to verify the equality of the medians of the results obtained using both solution methods.

The results obtained when running the corresponding one-way ANOVA and Kruskal-Wallis tests are presented in Table 10.
(i.e., the equality of the medians of the objective function values obtained by both methods in all 30 instances) can be accepted at significance levels 0.05. This means that the performance of the proposed GA method is assumed to be statistically identical to that of the exact branch and bound method. The same conclusion is true for Model (20)–(41), since the test statistic (H) has a p-value of 0.465. Thus, the performance of the proposed GA is also competitive with respect to the exact branch and bound method.

The test performed on the medium-size instances setting depends on the model being considered. The ANOVA test is the one required for Model (1)–(19). In the corresponding ANOVA table, the p-value of 0.988 implies that there is sufficient evidence to consider the means of the objective function values obtained by both methods equal at significance levels 0.05. The Kruskal-Wallis test was performed for Model (20)–(41). The test statistic (H) has a p-value of 0.466, indicating that the equality of the medians of the objective function values obtained by both methods can be accepted at significance levels 0.05. Thus, the performance of both solution methods for small and medium-size instances is statistically verified.

In the large-size instances setting, the situation is somewhat different since the LINGO solver was not able to converge toward an optimum solution. The ANOVA test has been performed on both models, whose test statistics have both an associated p-value equal to zero. This means that the hypothesis of equality of means of the objective function values achieved by both solution procedures in Model (1)–(19) and Model (20)–(41) is rejected. According to the average values presented in Table 9, this result implies that the proposed GA model outperforms the exact branch and bound method in all large-size instances.

As for the small-size and medium-size instances, the statistical analysis has shown that the proposed GA can achieve the optimum solutions obtained by the branch and bound method. Consequently, the results obtained by the GA in large-size instances can be assumed to be of suitable quality. All in all, we have verified that the proposed GA is competitive with respect to the exact branch and bound method while it also decreases the required CPU time substantially. Moreover, the proposed GA has provided suitable solutions for large-size instances whereas the exact branch and bound method had to be terminated due to non-convergence problems after a long run time.

### 6. Conclusion and future research directions

In this paper, we have proposed a novel problem in the area of truck scheduling in cross-docking. The problem has been formalized using two mixed integer mathematical programming models. The aim of these models was to determine the best sequence of inbound and outbound trucks in order to minimize the whole operational time and/or to maximize (optimize) the shipping process in the cross-dock. The main contributions of these models to the literature of truck scheduling in cross-docking, which makes them particularly well-posed to handle real life problems in this area, are the following:

- The truck scheduling problem in cross-docking has been formalized using two mixed integer mathematical programming models.
- The type of trucks composing the fleet as well as their capacities have been allowed to differ during the planning horizon.
The work load of trucks and cross-docking activities have been kept in balance when designing the multi-period schedules. Time windows have been considered for both inbound and outbound trucks when generating the multi-period schedules. A comprehensive experimental analysis has been conducted in order to assess the performance of the proposed models and solution procedures. Moreover, several experimental tests were performed to achieve the most suitable tuning of the proposed GA.

Both models have been solved using an exact branch and bound method and the proposed customized GA through 90 benchmark instances distributed in three different size classes. The normality behavior of the CPU time and the objective function values obtained after applying each solution method to both models was also analyzed. Finally, the performances of both solution procedures on both models were compared using suitable statistical tests.

Our numerical results indicate that the exact branch and bound method is accurate for small-size instances while the proposed GA followed it with a negligible gap error on the 30 test instances that were run. In medium-size instances, the GA has a gap error of less than 1 percent from the optimum solutions found by the exact branch and bound method while the computational times were competitive. However, the GA method is quicker for large-size instances where the branch and bound method was unable to con-

![Fig. 9. CPU time and objective function values based on the GA and LINGO for Model (1)–(19) and Model (20)–(41) in medium-size instances.](image-url)
verge toward an optimal solution after a long CPU time. Moreover, after performing several runs of the small and medium-size instances, statistical analysis showed that there is no evidence to reject the hypothesis of equality of the means/medians of the objective function values provided by the exact branch and bound method coded in LINGO and the proposed GA coded in MATLAB. Thus, we concluded that the GA method is reliable and can be used as an applied solution procedure for large size problems in real life.

Research in this area is still in its early stages. Therefore, there are plenty of potential improvements that can be investigated in future research. Some of the areas that could be the subject of future analysis are listed as follows:

- In the models of this study, the distribution system or warehouse had only one shipping and one receiving dock. The number of receiving and shipping docks should be increased while accounting for different receiving and shipping strategies as well as for the probability of facility failure; refer, for example, to Liao et al. [14].

Intuitively, the model can be extended to consider a larger number of receiving and shipping docks by introducing binary variables that account for the dock to which a given truck is assigned each time period. This selection and distribution process has to be implemented for both inbound and outbound trucks.
Fig. 11. Kolmogorov-Smirnov normality test on the objective function values.

<table>
<thead>
<tr>
<th>Table 10</th>
<th>Kruskal-Wallis and ANOVA test results for Model (1)-(19) and Model (20)-(41).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small size problem</td>
<td></td>
</tr>
<tr>
<td>Kruskal-Wallis test results: Model (1)-(19)</td>
<td></td>
</tr>
<tr>
<td>H-Statistic</td>
<td>df</td>
</tr>
<tr>
<td>Results</td>
<td>28.99</td>
</tr>
<tr>
<td>Kruskal-Wallis test results: Model (20)-(41)</td>
<td></td>
</tr>
<tr>
<td>H-Statistic</td>
<td>df</td>
</tr>
<tr>
<td>Results</td>
<td>28.99</td>
</tr>
<tr>
<td>Medium size problem</td>
<td></td>
</tr>
<tr>
<td>ANOVA test results: Model (1)-(19)</td>
<td></td>
</tr>
<tr>
<td>Source</td>
<td>Sum of Squares</td>
</tr>
<tr>
<td>Between groups</td>
<td>49709</td>
</tr>
<tr>
<td>Within groups</td>
<td>372671214</td>
</tr>
<tr>
<td>Total</td>
<td>3726760923</td>
</tr>
<tr>
<td>Kruskal-Wallis test results: Model (20)-(41)</td>
<td></td>
</tr>
<tr>
<td>H-Statistic</td>
<td>df</td>
</tr>
<tr>
<td>Between groups</td>
<td>29.00</td>
</tr>
<tr>
<td>Large size instances</td>
<td></td>
</tr>
<tr>
<td>ANOVA test results: Model (1)-(19)</td>
<td></td>
</tr>
<tr>
<td>Sum of Squares</td>
<td>df</td>
</tr>
<tr>
<td>Between groups</td>
<td>54686286760</td>
</tr>
<tr>
<td>Within groups</td>
<td>1.74056E+11</td>
</tr>
<tr>
<td>Total</td>
<td>2.28742E+11</td>
</tr>
<tr>
<td>ANOVA test results: Model (20)-(41)</td>
<td></td>
</tr>
<tr>
<td>Sum of Squares</td>
<td>df</td>
</tr>
<tr>
<td>Between groups</td>
<td>5.14587E+15</td>
</tr>
<tr>
<td>Within groups</td>
<td>1.35930E+15</td>
</tr>
<tr>
<td>Total</td>
<td>6.50517E+15</td>
</tr>
</tbody>
</table>
For example, in the case of inbound trucks, such a variable could be denoted by \( y_{ji} \). This variable would be equal to one if in time period \( t \), inbound truck \( j \) is assigned to receiving dock \( i \), with \( l = 1, 2, \ldots, l \), representing the number of receiving docks available. Otherwise, \( y_{ji} \) would be equal to zero. Additionally, we should constraint this variable so that \( \sum_{l=1}^{l} y_{ji} \leq 1, t = 1, 2, \ldots, T \). This way, we could guarantee that each inbound truck is assigned to only one receiving dock per time period through the whole cross-docking process.

Note that we would have to adapt the shipping docks in a similar way. The binary variable \( w_{ln} \), such that \( \sum_{n=1}^{n} w_{ln} \leq 1, t = 1, 2, \ldots, T \) and \( n = 1, 2, \ldots, N \), representing the number of shipping docks available, could be used for this purpose.

Finally, among the subsequent modifications required to adapt the rest of the model, we would have to redefine the product transfer binary variable \( v_{ijt} \) so as to account for the receiving and shipping docks to which the inbound and outbound trucks are assigned, respectively. That is, we should redefine \( v_{ijt} \) as follows: if in time period \( t \), a product is transferred from inbound truck \( i \) in receiving dock \( l \) to outbound truck \( j \) in shipping dock \( n \), this variable would be equal to one. Otherwise, it would be equal to zero. The rest of the equations composing the extended model should be adapted accordingly.

- The models proposed in this study have focused on the temporal dimension of the problem and sought to minimize the whole scheduling time of the cross-docking process. The management of the costs associated with the different cross-docking operations constitutes another important subject of analysis [1]. By adding costs of transportation and maintenance, the proposed models can be transformed into multi-objective problems.

- The models proposed in this study have been designed to account for a multi-period setting. On the other hand, all cross-dock transfers have been assumed to be completed each period. That is, the inbound and outbound trucks did not experience any tardiness (delay with respect to the time window defined). Potential delays among inbound and outbound trucks could be considered and handled in the subsequent periods of planning, and such an extension introduced through a penalty term in a given cost objective function.

For completeness, we describe intuitively how to modify Model (20)–(41) as well as its dynamic consistency constraints so as to adapt for potential delays among inbound and outbound trucks. First, note that a simple and direct way to introduce delays in Model (20)–(41) would be to modify Eqs. (34) and (35) as follows:

- \( F_{it} \leq DDate_{e} + \varepsilon_{t} \)
- \( L_{jt} \leq RDate_{e} + \varepsilon_{t} \)

for all the inbound \((i = 1, 2, \ldots, I)\) and outbound \((j = 1, 2, \ldots, J)\) trucks during a given time period \( t \in \{1, 2, \ldots, T\} \). Note that the \( \varepsilon \) term assumes implicitly that all the trucks are affected equally, though a particular subset of them could also be considered – defining variables such as \( \varepsilon_{k} \) or \( \varepsilon_{e} \), which would complicate the corresponding analysis.

An alternative approach, which could be combined with the previous one, focusing on the dynamic consistency conditions would require modifying Eqs. (37) and (38) by adding an error term. In this case, something similar to confidence delivery intervals could be defined for the proposed model as follows:

\[
\sum_{k=1}^{N} \sum_{j=1}^{S} \sum_{l=1}^{R} X_{kljt} - \sum_{k=1}^{N} \sum_{j=1}^{S} \sum_{l=1}^{R} X_{kljt-1} \leq \text{AVG} + e_{jt}, \quad t \in \{2, \ldots, T\},
\]

and similarly for Eq. (38). Note that this approach considers the effect that the \( x_{kljt} \) variable has on the total time assigned to the cross dock through \( F_{jt} \) and \( L_{jt} \). Note also that the term \( e_{jt} \) refers to a delay taking place between two groups of trucks during a specific time period and applies only to a subset of them, i.e. \( t \in \{2, \ldots, T\} \).

Then, the corresponding penalty terms could be added to the objective function:

\[
\min \quad Z = \sum_{t=1}^{T} T_{t} + \sum_{t=1}^{T} e_{jt}, \quad t \in \{2, \ldots, T\}
\]

while fixing the \( i \) and \( j \) truck subindexes. As in the first approach, a particular subset of trucks could be selected, which would complicate the description considerably. At the same time, note that \( e_{jt} \) could be subtracted from the dynamic consistency conditions during any of the other time periods so as to prevent any penalty in the objective function. This type of dynamic trade-off could be considered in different potential scenarios arising from the current model.

Finally, in the proposed models, it has been assumed that all the products were shipped to their destination within each corresponding time period. In future research, it could be assumed that products may be stored in the dock and transferred to the outbound trucks in any of the subsequent periods, an extension that would require accounting for the dynamic behavior of the cross-docking process. Similarly to the previous case, a penalty should be defined in the objective function to account for the cost of delay.
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