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We propose a mathematical model for optimizing multiple redundancy-reliability systems known as mega-sys-
tems. The system components are multi-state and the universal generating function (UGF) has been simulated to
evaluate the system availability. The components may have minor or major failure, which reduces the com-
ponents performance rate. We assume the components can be sold to different vendors and a vendor selection
component is included in the proposed model to accommodate this assumption. The proposed mathematical
model is NP-hard and we use a parameter-tuned memetic algorithm (MA) to solve the problem. We further use a

mechanism based on the response surface methodology (RSM) to calibrate the proposed MA. The performance of
the proposed MA is compared with a commonly used genetic algorithm (GA).

1. Introduction

Reliability is the ability of a component or system to function at a
specific time and it is imperative to study a system's reliability to
guarantee its competitiveness [8,9]. In general, there are two methods
for maximizing system reliability: (a) increasing the reliability of
system components, and (b) finding the optimal number of redundant
components used in the system. The optimal location of components is
addressed as the redundancy allocation problem (RAP) ([17,20,40]). It
has been extensively used in many real-world applications such as
electrical power systems, transportation systems, safety systems, tele-
communication systems, satellite systems, etc. [31,36,40].

Various structures can be found in the RAP literature depending on
the system configurations such as series, parallel, series—parallel, hier-
archical series—parallel or complex systems [6,52]. In this paper, we
consider the series—parallel structure of the RAP where the system
consists of n sub-systems in series. For each sub-system I, there exist a
number of components connected in parallel. Chern proved that RAP
belongs to NP-hard problems [5]. In recent years, the problem has been
tackled using exact approaches such as dynamic programming (DP)
[51], branch and bound (B&B) [11] as well as heuristic and meta
heuristic approaches such as simulated annealing (SA) [15,56], tabu
search (TS) [16], ant colony optimization (ACO) [42], genetic

algorithms (GA) [7,44], combination of the greedy method and the GA
(Greedy/GA) [54], immune algorithm (IA) [3,4], variable neighbor-
hood descent algorithm (VND) [25], variable neighborhood search
(VNS) [24], coupled ant colony with degraded ceiling algorithm (ACO/
DC) [35], particle swarm optimization (PSO) [41], artificial bee colony
(ABC) [53], electromagnetism-like mechanism (EM) [45].

A latest trend of redundancy allocation research is to consider the
problem under the multi-state-system (MSS) framework, which makes
it more challenging than under the traditional framework of binary-
state systems (BSSs) [19,20]. The complicated deteriorating behaviors
of engineered systems beyond binary-state cases can be modeled by
considering several states between the perfect functioning state and the
completely failed state. Some examples of these systems include power
systems [30], networked systems [22,33], municipal infrastructure
systems [13], and computing systems [32]. The following methods have
been proposed in the literature for analyzing multi-state systems: the
extended decision diagram-based method [43], the stochastic process
method [28,57], the universal generating function (UGF) method [58],
the recursive algorithm method [23], and the simulation-based method
[49].

Although the MSS of RAP has not been sufficiently analyzed in
comparison with the binary state, it has been getting more attention in
recent years. Liu et al. proposed a joint redundancy and imperfect
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maintenance strategy optimization for multi-state systems [29]. In their
model, in addition to determining the optimal redundancy, a compo-
nent replacement strategy under imperfect repair was also developed.
Wang and Li utilized a hybrid algorithm of PSO and local search LS to
solve the RAP of series—parallel multi-state systems MSS [50]. Ouzineb
et al. solved a multi-state non-homogenous series—parallel RAP using an
effective heuristic algorithm comprised of GA and TS [38]. Sharma and
Agarwal proposed an ant colony optimization approach to hetero-
geneous redundancy in multi-state systems with multi-state compo-
nents [42], in which non-identical components were used. In addition,
a UGF was utilized [39] to evaluate system reliability of a repairable
multi-state series—parallel RAP. Guilani et al. presented a method for
reliability evaluation of non-repairable three-state systems using a
Markovian model. They showed their method was more efficient that
the UGF approach [10]. Lins and Droguett proposed a multi-objective
GA (MOGA) coupled with discrete event simulation to solve re-
dundancy allocation problems in systems subject to imperfect repairs
[26]. Recently, Mousavi et al. proposed a multi-objective multi-state
homogeneous RAP problem, where performance rates and availability
of the components are assumed as fuzzy [34].

Table 1 presents a review of the RAP literature and highlights the
differences between this work and other research. As shown in, re-
dundancy allocation is the main approach for increasing the system
reliability while the other methods can also be considered to enhance
the system reliability. For example, [1] considers a mixed-integer non-
linear optimization of the reliability-redundancy allocation problem
(RRAP) to determine simultaneous reliability and redundancy level of
components. [47] presented a common reliability-redundancy optimi-
zation approach in which the components states distribute under effects
of the transition rates. Redundancy allocations are also considered as
system variables. Following this, [46] introduced a new approach for
increasing reliability through two options: (I) increasing system relia-
bility via effects on operating rates; and (II) increasing system reliability
via redundancy allocation. [55] proposed a warm standby repairable
system consisting of two dissimilar units and one repairman. In this
system, it is assumed that the working time distributions and the repair
time distributions of the two units are both exponential, and unit 1 is
given priority in use.

Related research shows that improving the performance of a system
component can have direct impact on the overall performance and re-
liability of the entire system. We propose a redundancy allocation
problem with multi-state component systems and reliable supplier

Table 1
A brief review of relevant RAP literature.
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selection. We use a supplier selection policy with the amount of pur-
chasing components as a system variable and consider optimizing a set
of systems called mega-system. The availability of the mega-system is
evaluated using the UGF approach. To solve the proposed mathematical
model, a memetic algorithm (MA) is proposed and compared with GA.
To enhance the performances of the proposed meta-heuristic algo-
rithms, a mechanism based on the Response Surface Methodology
(RSM) is considered to calibrate the parameters of the two algorithms.
A schematic view of our model is presented in Fig. 1. Many practical
examples of minimal repair can be found in Lisnianski and Levitin [20]
and Tian et al. [46].

This paper is divided into six sections. In Section 2, the system de-
finition is presented. A numerical example is presented in Section 3, and
the solution methodologies are applied in Section 4. Section 5 analyzes
the problem solutions of two algorithms. Finally, Section 6 provides
conclusions and further studies.

2. Problem definition

Simultaneous optimization of multiple systems with regards to ca-
pacity constraints still remains a challenging problem. In this paper, we
propose a model that considers the authority of the decision makers in
identifying the duration of time in which a system functions faultless,
and the minimal expected availability of the sub-systems with regards
to their expected performance rates. We propose a mathematical model
to optimize multiple redundancy-reliability systems known as mega-
systems. The multi-state system components with UGF may have minor
or major failure. Moreover, a vendor selection component is used to
accommodate component sales to multiple vendors. Parameter-tuned
MA and response surface methodology are used to solve and calibrate
the proposed model. The performance of parameter-tuned MA is com-
pared with GA. In the next section, we define the problem and then
introduce the assumptions, parameters, and decision variables. Finally,
we introduce the mathematical model proposed in this study.

2.1. State space diagram

In the proposed model, each component has (M + 1) states that are
numbered from 0 to M. In classic models, only the transitions between
two adjacent states are acceptable. In other words, only one kind of
minor failure is available. In this paper, we assume that transitions
between all states are acceptable. Failure and repair rates in this study

Research State Algorithm Fault elements  Objective  Cost discount strategy ~ Technical and Organizational activities Supplier selection
[53] Binary ABC Non-repairable Single No No No
[14] Binary e-constraint Non-repairable Multiple No No No
[2] Binary SA Non-repairable Single No No No
[3] Binary 1A Non-repairable Single No No No
[16] Binary TS Non-repairable Single No No No
[29] Multi-state  Imperfect repair model Repairable Single No No No
[54] Binary Greedy/GA Non-repairable Single No No No
[42] Multi-state ACO Non-repairable  Single No No No
[37] Multi-state TS Non-repairable Single Yes No No
[21] Multi-state UGF Non-repairable Single No No No
[10] Multi-state Markov model Non-repairable  Single No No No
[26] Binary GA Repairable Multiple  No No No
[24] Binary VNS Non-repairable Single No No No
[41] Binary PSO Non-repairable ~ Single No No No
[34] Multi-state CE-NRGA Non-repairable Multiple Yes No No
[46] Multi-state  GA Repairable Single Yes Yes No
[45] Binary EM Non-repairable Single No No No
[56] Binary SA Non-repairable Multiple No No No
Our proposed method Multi-state MA Repairable Single Yes Yes Yes
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Fig. 1. A schematic view of our proposed framework.

Fig. 2. State space diagram.

are constant and the probability distribution of the states is assumed
exponential distribution. Based on this assumption, Markov processes
specification is used to compute the probability distribution of the
states. The state space diagram of the system components is presented
in Fig. 2.

As shown in, transitions from state i to the state j are acceptable for
all j < i. This means that more than one minor failure may cause for
each component in each state, but a transition from state i to state
(i + 1) is acceptable when a component repairs. The differential equa-
tions of the model are as follows:

Pa® = = APy () + Mgy aPar_y (O

P = =T i) + 05,0 + Tk, Aup (O} + 145, (O
j=1,1,..M—1
o) = =100 (0) + (52, 210)P, (1)
@
In Eq. (1), pi(t) is the probability that components are in the state

{i; i=1,2,..,M} at the time t. A; ; and y; ; are the failure and repair
rates, respectively. The initial vales are:

p0=0 ; i=01,..,M-1
pM(O) =1 o)

2.2. Technical and organizational activities

These activities are divided into two parts: (I) activities in compo-
nents level that are called technical activities; and (II) activities in sub-
systems level that are called organizational activities. These activities
effect the transition rates and the coefficients of the differential equa-
tions and improve system availability. Some real-world applications
include [46]: (a) installation of a condition monitoring system, which
can monitor the condition of the component and thus reduce certain
failure rates; (b) use of a certain maintenance program, which can re-
duce certain failure rates and increase certain repair rates; (3) doubling
the resource and maintenance staff in maintenance of the component,
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which can increase the repair rates. Let us review several important
considerations and motivations:

e Increasing the number of parallel components in a system can pro-
mote reliability and availability of the system but it is not sufficient
[46]. Related research shows that improving the performance of
each component in a system can improve the reliability of the entire
system. In addition, if there is a budget constraint, efforts in pro-
moting components’ availability leads to less redundancy assign-
ment and vice versa.
The related research shows optimizing several systems simulta-
neously with regards to capacity constraints still remains a problem.
We propose a model that considers decision makers’ authority in
determining the system parameters. Considering this authority
achieves two objectives. First, the duration time in which a system
functions properly can be specified. Second, the minimal expected
availability of each system with regards to expected performance
rate can be determined.
The related research does not consider supplier related issues and
concerns. In this study, we consider supplier selection problem for
each component. This includes determining the amount of compo-
nents supplied by each supplier and taking into consideration their
incentive and discount policies. Therefore, more purchase from a
supplier leads to lower prices.
e Many realistic examples of technical and organizational activities
are given in Tian et al. [46]. For instance, consider the installation of
a vibration monitoring system. The vibration monitoring can
monitor the health condition of the fans and suggest preventive
replacements to avoid unexpected failures. Before adopting the vi-
bration monitoring system, the reduction in the failure rates of the
fans, i.e., the benefit of installing the vibration monitoring system,
can be estimated based on the historical failure data. Other ex-
amples includes monitoring systems and maintenance planning
systems.

In this paper, we use AC (Activity in component level) for technical
activities and AS (Activity in system level) for organizational activities.
The technical activities improve the components performance and the
cost of these components depends on the number of the components in
each sub-system. The organizational activities improve sub-system
performance, and the cost of these activities does not depend on the
number of the sub-system components. Eq. (3) represents the effect of
technical activities:

A=(1—a AC)A 3)

In this equation, a determines the maximum effect of doing this
activity on the components. For example, assume 1 = 0.1, a = 0.5. If
these technical activities are done with 100 percent of performance, the
failure rate of the sub-system component decreases by 50%
(A=(Q1 - 0.5 x 1)A = 0.52) and if this type of technical activity is done
with 60% of performance, the failure rate of the sub-system component
decreases by 30 percent (1 = (1 — 0.5 X 0.6)4 = 0.71). AC and AS are
variables between zero and one. Also, for repair rates, the effects of
these two activities are:

u=>0+a AC)u (€)]

2.3. Universal generating function (UGF)

Ushakov presented the concepts of UGF for evaluating the system
reliability [48]. Lisnianski et al. [27] used UGF for reliability evaluation
of multi-state serial, parallel and series-parallel systems. For a multi-
state system, depending on the components state, the system states
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increase dramatically, so using classic methods for evaluating the
system reliability is impossible. The UGF approach aggregates different
state combination along the process of availability calculation to de-
crease the system states and makes the system availability evaluation
easier to carry out.

2.4. Calculating system availability

The following steps can be used to calculate system's availability
level based on the state space diagram and the UGF method:

a Obtain the state probability distribution of the components and
systems based on the differential equations system. The failure and
repair rates under the technical and organizational activities are
constantly changing. These changes can affect the probability dis-
tribution of the states and systems. Section 2.1 shows the metho-
dology for obtaining differential equation systems as well as state
diagrams. These equations can be solved with numerical methods
[20]. In this research, the MATLAB software is used to determine the
values of technical and organizational activities as well as the failure
and repair rates using the relations in Section 2.2.

b Calculate the availability level using the UGF method. Consider a
system with n components, where components j; j = 1, 2, ..,n,may
have k; different states with certain probabilities of performance
rates denoted by an ordering set g = {g;, g, -g;;} in which g
represents the performance rate of component j in state i; € {1, 2, ...,
k;}. The performance rate Gj(t) of component j at time t = 0 is a
random variable taking values in g: Gj(t) €g. Moreover, let the
probabilities associated with different states of component j be the
setp; = {p;;, Pjp» ---Pj,}. Furthermore, g, — Pjis often called the
probability mass function. As soon as the performance rates of the
components are given, the performance rate of a MSS can be de-
termined. Let the system have K different states and g; be the per-
formance rate of the system in state i; i =1, 2, ...,K. Then, the
system performance rate at time ¢t = 0 will be either a random
variable or a random vector that takes values in {gj, ...g, ..., &J-
Thus, the space representing all possible combinations of perfor-
mance rates for all components is
L' = {g)y, 8y} X - X{g1> g} X - X{8y1» --8yi,,} and the space for
all possible values of the entire system performance rates is
M ={g, ...8}. The transformation ¢(G,(t)...G,(0)): L"—M that
maps the space of performance rates of system components into the
space of system performance rates is called the system structure
function [20]. Moreover, the total number of possible states (per-
formance rates) of a MSS is

j=1

(5)

In addition, the probability associated with the state i of the system
can be obtained as:

n
k= Hpjij
j=1 (6)
Denoting the MSS performance rate for state i as:
&= ¢(g1i1’ &oiys ++8n i,,) 7

The probability distribution of the whole system for K combinations
of iy, iy, ..., I iS:
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n
&= ¢(g1i1’ &oips ""gnin) s B = Hpjij

j=1 (€)]
where 1 <ij<k;, (1 <j<n).

The z-transform of a random variable G;(t) represents its probability
mass  function  with  p; ={py. p. ...py;}  associated  with
g = {gjl, 8 ...,gjkj}. Eq. (9) shows the probability distribution of the
component j, called also individual UGF.

9

To derive the probability distribution of the entire MSS with an
arbitrary structure functiong$, a general composition operator Q, is
employed on individual UGF of n components as:

kj
u(z) = ijij' Zgjij
i=1

ki k,
U®R) = Qe{m(z), ....un(2)} = Q¢{Zif=1 Puiy - 250, ey 20" Dy - zgm'n}

s k; k, . .
=% 2.2 (H;;lpﬁj ) Z¢<gul,---,gmn))

(10)

Based on the relationship between MSS performance and the de-
mand level o that is often determined outside the system, the state
space of a MSS can be divided into two subsets: acceptable and un-
acceptable. The relationship usually is determined by the system state
adequacy index r; defined by 1, = g, — w. As a result, state i is acceptable
if r; = 0. The availability of a MSS (reliability of a non-repairable MSS)
is defined as the probability the system staying in the subset of accep-
table states. Thus, based on the demand level w the availability of a
MSS, A(w), is usually defined as the probability the MSS performance
rate is greater than w. In other words:

Alw) = b
riZZJO an

Then, using operator §, it becomes

A@) =8 UR), ) =6(Te, b 28 ©) = T, b

where

oc—{l’ n>0
=
0, n<O. 12)

In Eq. (12), 84 is known as the UGF operator. This operator de-
termines the polynomial UGF for a group of components first connected
in parallel in a subsystem and then for a group of subsystems in series
using simple algebraic operations on the individual UGF of components.
In some cases, composition operators can be developed for structures
with more complex system structure, such as bridges, as shown by
Levitin and Lisnianski [18].

2.5. System assumptions

e Components failures are independent,

e Components are multi-states,

e Components have different performance rates in different states,

e The performance rate of each sub-system is equal to the sum of its
component performance rates,

e The performance rate of each system is equal to the minimum per-
formance rate of its sub-systems,

o The technical activities effect all sub-system components,

® The cost of technical activities depends on the number of sub-system
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components,
e Components have more than one minor failure mode,
e The components may be purchased from different suppliers,
e Suppliers offer discounts to sell more components.

2.6. Nomenclatures

P;iy' t): probability that version h of element is in state j at the time ¢,
g;'l . operation rate of components version h in sub-system i and state j,
y

ub (t): UGF for components version h in sub-system i,

®y: UGF operator,

pji_([): probability of existence sub-system i in the state j at the time ¢,

8}3 operation rate of components in sub-system i in the state j,

ui(): UGF for sub-system i,

p(0): probability of existence the Super-system in the state j at the time t,

g operation rate of the Super-system in the state j,

U(z): UGF of the Super-system,

Ap(wep): availability of system b under operation rate wop,

Apg availability constraint of system b,

Aicin: number of purchased components version h for sub-system i of system b
from supplier k,

Max: maximum number of allocated components in each sub-system of each
system,

ACpiny: technical activity type v on components type h for sub-system i of system
b,

ASpiw: organizational activity w for sub-system i of system b,

pihved: maximum effects ratio for technical activity type v for transition rate

from state c to state d for component version h on sub-system i of system
b,

Bpitwed: maximum effects ratio for organizational activity type w for transition
rate from state c to state d for component version h on sub-system i of
system b,

Abihed: failure rate in transition from state c to state d, (d > ¢) for components
version h on sub-system i of system b,

Hpined: repair rate in transition from state c to state d, (d < ¢) for components
version h on sub-system i of system b,

CAChiny: unique cost for doing technical activity type v on components type h for
sub-system i of system b,

CACOppy:  total cost for doing technical activity type v on components type h for
sub-system i of system b,

CASpiw: total cost for doing organizational activity type w for sub-system i of
system b,

COkpin: fixed cost of purchasing components version h for sub-system i of system
b from supplier k,

CClpin: per unit cost of purchasing components version h for sub-system i of

system b from supplier k,
M; maximum available components state in sub-system i,
Mg;. maximum available states in sub-system i,
M: maximum available states for series-parallel system,
L number of suppliers,
B number of systems in the Super-system,

Sp: number of sub-systems in system b,

Hp;: number of different versions in sub-system i of system b,

Viic number of technical activities for sub-system i of system b,

Whi: number of organizational activities for sub-system i of system b,

Miin: maximum purchased components version h available on sub-system i
depend on the supplier k,

Xkbin: a binary variable represents purchasing components version h of sub-
system i of system b from supplier k,

ok: amount of money that has been paid to the supplier k,

d: discount ratio of supplier k,

Ujf: binary variable represents the amount of money that is paid to supplier k
belong to purchasing level f,

qy: minimum necessary expenditure to locate the paid amount of each
supplier in f purchase level,

zf - discount level related to purchasing level f for each supplier,

F: purchasing levels,
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Table 2
Failure, repair rates, and performance rates of components type in sub-system
1.

Version g g Ab1n10 Ab1n21 Ab1h20 Hp1r01 Hb1h12
1 30 60 0.04 0.05 0.025 0.4 0.6
2 50 100 0.08 0.09 0.045 0.4 0.5
3 60 120 0.05 0.06 0.030 0.5 0.7

2.7. Developed mathematical model

The mathematical model of the presented problem is as follows:
. B Sh Hpi Vpi
Min Eb:l Zi:l h=1 Zuil
{AChiny {CACOpip, + Zizl (Mypin- CACpin) 13+
EbB:I Ejil Mujl;ll {ASbiw- CASbiw} + Zi:l (Uk- dk)

s. t
(13 -01) o

= E§=1 >, Zthl (COxpin- Xwpin + Mivin- CCpin) V' k
(13 — 02) gy Uy < Ok. Ukp < pyq- Ukp Vk,f
(13-03) T ug<1 Vk
(13-04) de=YX7 (wy.z) Vk
(13 - 05) Ap(wp) > A, Vb

(13-06) Y, I ngn < yax ¥ by
(13-07) Ty, i <M Yk ih
(13 — 08)  Mypin < Xivin- Mvax YV by b, 0, 1

(13 = 09)  Avihed = Abined — itved- AChiny- Abinea >V b, i, b, v, (¢ > d)

(13 = 10)  Mpipea = Mpineg + Abvinwed- AChin- Mppeg 5V b1, b, v, (c < d)
(13 = 11)  Apincd = Avined = Bpinwea- ASbivo- Abinea 5 ¥ b, i, h, w, (¢ > d)
(3 =12)  Myined = Mpinea + Poinwea: ASviw- Hpinea 3 ¥ by 1, s w, (¢ < d)
Mpin 2 0,  Xapin =00r 1, wy=00r1, 0=<ACum<1,

0<ASw <1

13)

The objective function includes: (a) cost of technical activities, (b)
cost of organizational activities, and finally (c) cost of purchasing
components from suppliers with consideration of discounts. The con-
straints are defined as follows:

13 — 01: Total cost that is paid to each supplier,

13 — 02: Determine the cost that is paid to each supplier is only
applicable to a specific purchase level,

13 — 03: Ensure that the cost that is paid to each supplier lies only in
one purchase level,

13 — 04: Determine the discount ratio for each supplier,

13 — 05: Determine that the total availability of each sub-system
under performance rate wo must be more than the predefined
availability of the system,

13 — 06: Determine that the number of components in each system
must not be more thanmnyy,

13 — 07: Determine that the sum of the components version h on sub-
system i for all systems that have been purchased from each supplier
must not be more than the supplier inventory,

13 — 08: Purchase of each component version from each supplier is
allowable if the supplier belongs to the supplier's list of the com-
ponent version,

13 — 09: Represent the effects of technical activities of failure rates,
13 — 10: Represent the effects of technical activities of repair rates,
13 — 11: Represent the effects of organizational activities of failure
rates,
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Table 3
Fixed cost and unit cost of components in sub-system 1.
Supplier Version 1 Version 2 Version 3
CCrp11 COpp11 CCip12 COxp12 CCip13 COpp13
1 18 10 25 15 40 30
2 20 11 22 12 45 33
3 19 10 23 14 42 33

13 — 12: Represent the effects of organizational activities of repair
rates,

3. Numerical example

A numerical example is considered in this section to illustrate the
approach presented in this work. Assume that, we have a mega-system
with a two series—parallel system with two parallel sub-systems con-
nected in series. These two systems are identical with regard to dif-
ferent expected availability. For sub-system 1, there exist three different
versions of components available so that each version has three dif-
ferent states: 0, 1, and 2. Also, five technical activities and three or-
ganizational activities are available. For sub-system 2, there exist four
different versions of components so that each version has two different
states: 0 and 1. Also, four technical activities and one organizational are
available. The failures are multi-stage, but the repair rates are single.
The performance rate of each sub-system is equal to the sum of com-
ponent performance rates and the operation rate of the system is equal
to the minimum of sub-system performance rates. wy is the expected
performance level of all systems, but the minimum availability of the
systems is different. The expected availability of system 1 is A;, = 0.9
and expected availability of system 2 is A,, = 0.9 and the working time
is considered as 100". Other parameters of the example are presented in
Tables 2-21.

4. Solution methodologies

In this paper, the proposed MA for solving the problem is presented
in Section 4.2. In order to demonstrate the performance of the proposed
MA, GA is applied and illustrated in Section 4.3. Before we describe
both algorithms, the procedure of the executed RSM is presented in
Section 4.1.

4.1. RSM

Both GA and MA have three parameters which must be tuned. The
stop condition of these algorithms is 50 rounds. RSM needs 2° corner
points, 2 x 3 pivot points and 5 central points. Therefore, for parameter
tuning of the algorithm (2° + 2 X 3 + 5 = 19) iterations of each algo-
rithm are needed.

4.2. A GA for proposed RAP
Many researchers have used GA in different fields of industrial and

operational management such as RAP, inventory control, facility loca-
tion and so on. Therefore, we have also used this algorithm here as one

Table 4

Technical activities specifications of components version 1 in sub-system 1.
Version CACOp11y CACp11v Ap11v10 Ap11v21 @p11v20 Ap11v01 Ap11v12
1 0.1 1.0 0.0 0.1 0.0 0.0 0.0
2 0.4 1.5 0.0 0.2 0.0 0.0 0.0
3 0.8 3.1 0.1 0.2 0.0 0.0 0.0
4 0.0 4.0 0.2 0.3 0.0 0.0 0.0
5 2.0 0.4 0.0 1.0 0.0 0.5 0.0
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Table 5 Table 12
Technical activities specifications of components version 2 in sub-system 1. Technical activities specifications of components version 1 in sub-system 2.
Version  CACOpi2y  CACpizy  Gpizvio  Qbizv21 QAp12v20  Op12v01 Ap12v12 Version CACOp21y CACp21v ap21v10 ap21v01
1 0.1 1.0 0.0 0.0 0.0 0.0 0.0 1 0.4 0.8 0.1 0.0
2 0.5 1.5 0.0 0.0 0.0 0.0 0.0 2 0.0 3.2 0.4 0.0
3 0.9 3.1 0.0 0.2 0.0 0.0 0.0 3 1.8 2.4 0.0 1.2
4 0.0 4.0 0.1 0.3 0.0 0.0 0.0
5 2.0 0.4 0.0 0.0 0.0 0.6 0.0
Table 13
Technical activities specifications of components version 2 in sub-system 2.
Table 6 .
Technical activities specifications of components version 3 in sub-system 1. Version CACOb22y CACiazv Gp22010 Gb22v01
Version  CACOp1zy  CACpizy  Opizvio  Qbizv21  Gb13v20  Gb13w01  (p13vi2 1 0.4 1.0 0.1 0.0
2 0.0 3.2 0.4 0.0
1 0.1 1.0 0.0 0.0 0.0 0.0 0.0 3 1.8 2.8 0.0 1.1
2 0.4 1.5 0.0 0.0 0.0 0.0 0.0
3 1.0 3.1 0.0 0.0 0.0 0.0 0.0
4 0.0 4.2 0.1 0.0 0.0 0.0 0.0 Table 14
5 20 05 0.0 0.0 0.0 0.4 0.0 Technical activities specifications of components version 3 in sub-system 2.
Version CACOp23y CACpa3y @p23v10 ®b23v01
Table
,7 . . o s . . 1 0.4 1.0 0.0 0.0
Organizational activities specifications version 1 in sub-system 1. 5 0.0 39 02 0.0
Activities CASp1w Briiwio Briiwz1 Br1iwzo Briiwor Brriwiz2 3 18 26 0.0 06
1 6.4 0.0 0.0 0.0 0.2 0.5
2 8.0 0.0 0.0 0.0 0.5 0.5 Table 15
3 10.0 0.0 0.0 0.0 01 20 Organizational activities specifications version 1 in sub-system 2.
Version CACOp24y CACp24v Ap24v10 Ap24v01
Tabl
a e.8 . s e . . 1 0.4 1.0 0.0 0.0
Organizational activities specifications version 2 in sub-system 1. 9 0.0 39 0.0 0.0
Activities CASp1w Bri2wio Bri2wa1 Bri2w20 Brr2wo Bri2wiz 3 18 26 0.0 12
1 6.4 0.0 0.0 0.0 0.2 0.0
2 8.0 0.0 0.0 0.0 0.6 0.2 Table 16
3 10.0 0.0 0.0 0.0 L5 Lo Organizational activities specifications version 1 in sub-system 2.
Activities CASp2w Bra1wio Bra1wor
Tabl
a e.9 . o e . . 1 30 0.1 1.4
Organizational activities specifications version 3 in sub-system 1.
Activities CASp1w Brizwio Brizwn Br13wz0 Brizwo Brizwiz2
Table 17
1 6.4 0.0 0.0 0.0 0.0 0.2 Organizational activities specifications version 2 in sub-system 2.
2 8.0 0.0 0.0 0.0 0.4 0.4
3 10.0 0.0 0.0 0.0 2.0 2.2 Activities CASpyy Bazwio Brazwor
1 30 0.0 1.2
Table 10
Failure, repairs rates and performance rates of components type in sub-system
2. Table 18
Organizational activities specifications version 3 in sub-system 2.
Version g4 Abam10 Hp2n01 .
Activities CASp2w Brazwio Brazwor
1 80 0.05 0.30 1 30 0.0 08
2 100 0.06 0.35 : :
3 150 0.03 0.45
4 180 0.02 0.40
Table 19
Organizational activities specifications version 4 in sub-system 2.
T.able 11 . ) Activities CASpow Bv2awio Bb2awor
Fixed cost and unit cost of components in sub-system 2.
1 30 0.0 0.6

Supplier  Version 1 Version 2 Version 3 Version 4

CCib21  COp21  CCp2z  COpp2z  CCip2z  COip2s  CCip2a  COwpza

of the solving methods. The steps of the proposed GA are as follows:

1 30 20 35 20 60 35 80 40
2 25 18 40 22 55 32 83 42 o Chromosome introduction
3 27 19 38 21 57 34 81 41

e Initial population generation
e Offspring creation using operators
e Next generation creations
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Table 20
Supplier's inventory.
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Supplier Sub-system 1 Sub-system 2
Version 1 Version 2 Version 3 Version 1 Version 2 Version 3 Version 4
1 6 12 7 13 5 8 10
2 9 11 6
3 10 5 7 8 9 11 6
Table 21 il 0.2466 0.1716 0.7637 I Version 1
Purchase levels and discount for each supplier. . 1 0.6933 0.0444 0.8283 TR T
stem1 7
Purchase levels Purchase level 1 Purchase level 2 Purchase level 3 Y 0.0044 0.3750 0.2007 s N
ar 0 200 400 L 0.4533 0.2828 0.3650 —> \lersion 4
2z 1 0.95 0.90 B i s e e o o e _
05782 0.2851 0.0275 —> \ersion 1
0.9749 0.4518 0.1674 —> \ersion 2
Sub-system 1 Sub-system 2 System2 A )
i ‘ 0.7402 0.0430 02517 —> \ersion 3
P o = b . n - — 07426  0.0311 0.3768 | —> Version4
1 — Supplier =
! o \’ \’ \’
System 1 A 2 0 011 7 0 6 |- Supplier2 b b 2
1 Activity 1 Activity 2 Activity 3
0 0 1 1 0 0 0 | 6 |- Suppler3
e | T ———— e o . . . Fig. 5. Matrix AC2.
2 1 1,1 0 4 0 |—= Supplier 1
| & g
System2 0 5 = : 0 0 L 3 |~ Supplier 2 been defined for sub-system two. The first three rows belong to system
L 1 0 3 I 6 9 1 8 |—> Supplier 3 one and the second three rows belong to system two. For example, in
B _ I _ l I l j l 1 - matrix ACI, the intensity of the second type technical activity that has
L b i i been done on components version two in system one is equal to
S & & § £ £ F 47.89%.
4 & 4 & @ & @
o o o o o o o
= 3 =3 =3 3 3 3 4.2.3. Matrix AS
e T T T B . . . . . .
) ) This matrix represents the intensity of organizational activities on
Fig. 3. A scheme of matrix n. the sub-systems of both systems. The format of the matrix AS is pre-

These four steps have been done 50 times. The resulting chromo-
some for GA contains four matrixes:

4.2.1. Matrix n

This matrix represents the number of different versions of the
components in each sub-system of each system. The format of matrix n
is presented in Fig. 3. The first three rows of this matrix represent the
purchased components from each supplier for the first system and the
second three rows of this matrix represent the purchased components
from each supplier for the second system. The first three columns re-
present the number of each version in sub-system 1 and the second four
columns represent the number of each version in sub-system 2. For
example, according to matrix 4, in sub-system two of system one, six
components of version four are purchased from the third supplier.

4.2.2. Matrices AC1 and AC2

These matrices represent the technical activity intensity of sub-
system 1 and sub-system 2. The format of the AC1 and AC2 matrices are
presented in Figs. 4 and 5. In this problem, five technical activities have
been defined for sub-system one and three technical activities have

06857 04789 02759 09803 09934 | —> Version1

System1 4| 02347 0124 | 04789 | 06921 01690 | —> Version2
|| o092 09805 00012 06478 04210 | —> Version3

r| To7e76 02121 05763 0549 02399 | —> Version1

System2 4| 00301 03002 00002 06672 04987 | —> Version2
01199 02365 06904 03267 08765 | —> Version3

Activity 1 Activity 2 Activity 3 Activity 4 Activity 5

Fig. 4. Matrix ACI1.

sented in Fig. 6. The first row belongs to the first system, and the second
row belongs to the second sub-system. The first three columns represent
the intensity of the organizational activities on sub-system 1 and the
next column represents the intensity of the organizational activities on
sub-system 2.

4.2.4. GA operators

For the crossover operator, two random chromosomes are selected
as parents and by using uniform crossover; two offspring are generated
([59,12]). For the mutation operator, one chromosome is selected
randomly, and a random binary number created. If the number is equal
to one, the corresponding element in the selected matrix randomly
mutates. The crossover and mutation have been made on all matrices.

4.2.5. Parameter tuning of GA

The boundaries of tuned parameters are presented in Table 22. In
this table, npop is the population size, p. is the probability of crossover,
and p,, is the probability of mutation. The result of the RSM im-
plementation of GA is given in Tables 23-25. The final output including
the optimal values of the GA parameters is represented in Fig. 7. Based
on the results of RSM, the optimal parameters of GA are npop = 100,

Sub-system 2

|
[ | 1

03161 |

Sub-system 1
|

System 1 <— 0.3160 0.8712 ! 0.3498
System 2 <— 0.9999 0.3513 0.1855 : 0.5605
Activity 1 Activity 2 Activity 3 Activity 1

Fig. 6. Matrix AS2.



A. Zaretalab, et al.

Table 22

Boundaries of GA tuned parameters.

GA Parameters

Lower value

Upper value

npop 50 100
Pc 0.3 0.7
Pm 0.1 0.3

Table 23

Computational results of GA.
Iteration npop Pc Pm Cost
1 50 0.3 0.1 1182.34
2 100 0.3 0.1 1043.20
3 50 0.7 0.1 1015.45
4 100 0.7 0.1 992.95
5 50 0.3 0.3 1097.69
6 100 0.3 0.3 1031.13
7 50 0.7 0.3 1054.03
8 100 0.7 0.3 967.87
9 50 0.5 0.2 960.21
10 100 0.5 0.2 958.91
11 75 0.3 0.2 1057.05
12 75 0.7 0.2 979.05
13 75 0.5 0.1 1019.60
14 75 0.5 0.3 1035.10
15 75 0.5 0.2 1051.80
16 75 0.5 0.2 1024.82
17 75 0.5 0.2 963.37
18 75 0.5 0.2 1054.12
19 75 0.5 0.2 1072.67

Table 24

GA estimated regression coefficients for cost.
Term Coef SE Coef T P-Value
Constant 1391.39 253.71 5.484 0
Nyop 5.36 6.73 0.797 0.446
P, -1157.22 727.12 -1.592 0.146
P, -1836.87 1236.51 -1.485 0.172
Nyop*Npop -0.05 0.04 -1.238 0.247
P, * P, 636.47 666.96 0.954 0.365
P, * Pp 3475.65 2667.84 1.303 0.225
Npop * P, 2.43 3.12 0.778 0.457
Nyop * Py 0.45 6.24 0.072 0.945
P, * Py, 688.87 779.57 0.884 0.4

Table 25

GA analysis of variance for cost.
Source DF Seq SS Adj SS Adj MS F P
Regression 9 37,210.0 37,210.0 4134.4 213 0.138
Linear 3 26,587.6 11,888.5 3962.8 2.04 0.179
Nyop 1 9964.0 1235.0 1235.0 0.64 0.446
P, 1 16,164.9 4925.9 4925.9 2.53 0.146
Py, 1 458.6 4287.0 4287.0 2.20 0.172
Square 3 7916.9 7916.9 2639.0 1.36 0.317
Npop “Npop 1 14.6 2981.6 2981.6 153 0.247
P, * P, 1 4601.5 1771.0 1771.0 0.91 0.365
P, *Pp 1 3300.8 3300.8 3300.8 1.70 0.225
Interaction 3 2705.5 2705.5 901.8 0.46 0.715
Npop * Pe 1 1177.1 1177.1 1177.1 0.61 0.457
Npop * P 1 9.9 9.9 9.9 0.01 0.945
P, * Py 1 1518.5 1518.5 1518.5 0.78 0.400
Residual 9 17,502.7 17,502.7 1944.75
Lack-of-Fit 5 10,214.9 10,214.9 2043.0 1.12 0.469
Pure 4 7287.8 7287.8 1821.95
Total 18 54,712.8
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pe = 0.6 and p,, = 0.2.
4.3. MA for the proposed RAP

In the proposed MA, we added a hybridized local search to GA. The
Pseudo-code of the proposed MA is presented in Fig. 8. It is to be
mentioned that the chromosome structure and operators of the pro-
posed MA are like GA. The procedure of the proposed MA is illustrated
in the following subsections.

4.3.1. Local search structure
In the local search, at first one of the sub-systems is considered by
implementing three steps as follows:

a The systems that satisfy their minimum availability constraints are
sent to the second step. If in a solution, none of the systems satisfies
its minimum availability constraints, the local search stops at this
step.

b For each system the value of J, is calculated as follows:

Jp = Ap(wo) — Ay, a4

¢ The system with the largest amount of Jj, is chosen.

Using these steps, the system with the largest distance and the least
minimum availability has been chosen for neighborhood creation. For
example, if the availability of a system in a solution is A;(wy) = 0.94
and A,(wp) = 0.86 and the minimum availability of two systems are
App =09 and A, =08, then (;=094—-09—-0.04) and
(J; = 0.86 — 0.8 — 0.06) so the second system will be chosen for neigh-
borhood creation. After selecting the system, two different neighbor-
hoods have been created as follows:

(D) First neighborhood

In this neighborhood, a row of matrix n is randomly selected, and
one unit is subtracted from the largest number of this row. For example,
if the third row for the second system has been selected randomly, the
largest number in this row is 9 and this number changed to (9-1=38).
This neighborhood creation is illustrated in Fig. 9.

(II) Second neighborhood

This neighborhood is created by changing the activities level. In this
type of neighborhood, a random row of AC1, AC2, and AS matrices is
selected, and the largest value of this row is replaced by a random
number between zero and one. Fig. 10 illustrates this type of neigh-
borhood creation. In this figure, the second row of system 2 has been
selected randomly.

After creation of the neighborhoods, the objective function is cal-
culated for each neighborhood. Then a comparison will be made be-
tween the results that have been sent to the neighborhood and the two
created neighbors. The result that has the minimum objective function
will be selected as the output of the local search.

4.3.2. Parameter tuning of Memetic

The boundaries of the tuned parameters are presented in Table 26.
In this table, npop is the population size, p, is the probability of cross-
over and p,, is the probability of mutation. The result of RSM im-
plementation of MA is in Tables 27-29. The final output including the
optimal values of the MA parameters is represented in Fig. 11. Based on
the results of RSM, the optimal parameters of MA are npop = 100,
pe = 0.3 andp,, = 0.3.

5. Result comparison

The optimal solutions for GA and MA are reported in Tables 30-33.
In Table 30, the optimal values for the version of the components and
the number of the suppliers are presented. Also, Tables 31-33 present
the optimal values of the technical and organizational activities for
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; npop
Opt[|)ma| I-éigh %888
027213 [y 500

pC pm

0.70 0.30
[0.6111] [0.1970]

0.30 0.10

Composite
Desirability
0.27213

e

cost
Minimum
y = 942.8714
d =0.27213

Fig. 7. GA optimal parameters.

Procedure memetic algorithm;
Begin
— [nitialize population;

Repeat
For individual =1 to crossovers do

Add Individual 3 to population;
End for,
For individual =1 to mutations do

Add Individual {m} to population;

End for;

Population:=select (population);

If population converged then

For each individual of best populations do

End if
Until terminate=true;
End

For each individual do local-search individual;

— Select two parents Individual 1, Individual 2 \ in population randomly;
— Individual 3:= crossover (Individual 1, Individual 2);
— Individual 3:= local-search (Individual 3);

— Select an Individual of population randomly;
— Individual (m}:= mutate (Individual);
— Individual {m}:= local-search (Individual {m});

Individual: = local-search (mutate (individual));

Fig. 8. The Pseudo-code of the proposed MA.

different values of wy. In these tables, the numbers between parenthesis
represent the number of technical and organizational activities and {}
represents that no technical activity has been done on components. The
convergence diagrams for these two algorithms are represented in
Figs. 12-14. In these tables and figures, wy is considered as 300, 500
and 700.

The results from the performance comparison of GA and MA under
different indices is reported in Table 34. According to these results,
despite the fact that the computational time of MA is somewhat higher
than GA, the objective functions obtained from MA are better than GA,
and the best value and the variance for the objective function values in
MA are less than GA.

The result of these analyses shows that the proposed MA works

10

better than GA in producing initial solutions. Moreover, the MA has
better performance in terms of the quality of the obtained solutions
especially when wy increases.

6. Managerial insights

Increasing the number of parallel components in a system can sti-
mulate the reliability and availability of the system but it is not suffi-
cient. The related research shows improving the performance of each
component in a system can improve the reliability of the entire system.
Therefore, in this paper, both criteria are employed to improve the
performance of the system. It should be noted that the required para-
meters for designing the model are formed based on the effects of each
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System1 -+
System2 -+
System1 -+
System2 -+

Fig. 9. The first type of neighborhood structure.

[ 06857 04789 02759 09803 09934 |
System 1+ 0.2347 0.1234 0.4789 0.6921 0.1690

L 0.4210

| 07676 02121 05763 05490 02399
System2 - 0.4987

I 0.8765

i 09934 |
System 1+ 0.1690

L 0.4210

r | 05490 02299
System2 4 0.4987

L 0.1199 0.2365 0.6904 0.3267 0.8765

Fig. 10. Second type of neighborhood creation.

Table 26

Boundaries of memetic tuned parameters.

MA parameters Lower value Upper value

npop 50
Pc
Pm

100
0.3 0.7

0.1 0.3

approach and their related costs. In other words, if there is a budget
capacity constraint, effort in promoting components’ availability leads
to a less redundancy assignment and vice versa.

The related research indicates that optimizing several systems si-
multaneously with regards to capacity constraints remains as a pro-
blem. The model proposed in this study considers the decision makers’
authority in determining the model parameters. Using this authority,
the decision makers can specify the faultless performance of the system
and the minimal expected availability of each system with regards to
expected performance rate. We also formulate a supplier selection
model for each component and determine the amount of components
supplied by each supplier by taking into account their incentive and
discount policies. We discussed several examples for technical and or-
ganizational activities including the installation of a vibration mon-
itoring system.

11
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Table 27
Computational results of MA.

Iteration npop Pc Pm Cost
1 50 0.3 0.1 990.91
2 100 0.3 0.1 886.20
3 50 0.7 0.1 943.60
4 100 0.7 0.1 912.71
5 50 0.3 0.3 928.70
6 100 0.3 0.3 901.21
7 50 0.7 0.3 951.00
8 100 0.7 0.3 909.12
9 50 0.5 0.2 958.47
10 100 0.5 0.2 885.09
11 75 0.3 0.2 919.74
12 75 0.7 0.2 891.55
13 75 0.5 0.1 913.73
14 75 0.5 0.3 906.22
15 75 0.5 0.2 896.98
16 75 0.5 0.2 912.12
17 75 0.5 0.2 910.79
18 75 0.5 0.2 907.93
19 75 0.5 0.2 911.37

Table 28

Memetic estimated regression coefficients for cost.
Term Coef SE Coef T P-value
Constant 1307.13 79.523 16.437 0.000
Noop -6.42 2.109 -3.042 0.014
P, -187.35 227.909 -0.822 0.432
P, -636.30 387.572 -1.642 0.135
Noop Noop 0.03 0.013 1.943 0.084
P, * P, 2.77 209.053 0.013 0.990
Py, * Pp 444.07 836.212 0.531 0.608
Npop * Pe 1.49 0.977 1.520 0.163
Npop * P 3.31 1.955 1.694 0.125
P, * Py, 318.81 244.350 1.305 0.224

Table 29

Memetic analysis of variance for cost.
Source DF Seq SS Adj SS Adj MS F P
Regression 9 11,108.3 11,108.3 1234.26 6.46 0.005
Linear 3 8042.2 4011.3 1337.09 7.00 0.010
Nyop 1 7747.9 1768.3 1768.32 9.26 0.014
P, 1 35.3 129.1 129.11 0.68 0.432
P, 1 259.1 515.0 514.98 2.70 0.135
Square 3 1751.1 1751.1 583.69 3.05 0.084
Noop *Npgp 1 1687.7 721.1 721.14 377 0.084
P, * P, 1 9.5 0.0 0.03 0.00 0.990
P, * Py, 1 53.9 53.9 53.88 0.28 0.608
Interaction 3 1315.0 1315.0 438.35 2.29 0.147
Npop * Pe 1 441.5 441.5 441.49 2.31 0.163
Npop * Pm 1 548.3 548.3 548.30 2.87 0.125
P, * Py, 1 325.3 325.3 325.25 1.70 0.224
Residual 9 1719.6 1719.60 191.06
Lack-of-Fit 5 1562.1 1562.1 312.43 7.94 0.033
Pure 4 157.4 157.40 39.36
Total 18 12,827.9

7. Conclusion and future studies

In this paper, we have developed the range of optimization para-
meters to model the RAP as close to the real world as possible and
determine the following variables:

e Number of assigned components in each sub-system of each system

e The version of assigned components in each sub-system of each
system

® The level of purchasing components from each supplier
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Optimal .
pD High

0.00000 "

npop
100.0

[100.0]
50.0

pC pm
0.70 0.30
[0.30] [0.30]
0.30 0.10

Composite
Desirability
0.00000

cost
Minimum
y = 891.0380
d = 0.00000

Fig. 11. Memetic optimal parameters.

Table 30 Table 31
Optimal solutions for GA and MA. Optimal values of technical and organizational activities for wy, = 300.
Wo Algorithm System Sub-system Version Supplier Nipin Algorithm System Sub-system Version ACpiny ASpiw
300 MA 1 1 3 2 5 MA 1 1 2 0.0240(1)
2 1 1 5 0.0227(2) 0.6174(1)
2 1 3 1 6 0.0375(3) 0.4305(2)
2 3 3 2 0.0212(4) 0.3731(3)
GA 1 1 1 2 4 0.0034(5)
2 3 1 5 2 - { 0.5298(1)
2 1 1 2 5 2 1 1 0.1072(1)
2 3 1 5 0.0774(2) 0.4282(1)
500 MA 1 1 2 2 7 0.0707(3) 0.6117(2)
2 1 1 7 0.1024(4) 0.4618(3)
2 2 1 0.0375(5)
2 1 2 2 8 2 - { 0.4806(1)
2 1 1 7 GA 1 1 2 0.0646(1)
2 2 1 0.0726(2) 0.5833(1)
GA 1 1 2 2 8 0.2397(3) 0.7142(2)
2 2 1 4 0.4185(4) 0.7161(3)
3 2 5 0.0266(5)
2 1 3 1 7 2 - { 0.8636(1)
3 2 2 2 1 2 0.2216(1)
2 2 2 6 0.0125(2) 0.4897(1)
700 MA 1 1 1 2 3 0.0196(3) 0.6114(2)
2 2 6 0.0295(4) 0.3809(3)
2 3 6 0.3945(5)
2 1 1 2 3 2 - {3 0.34(1)
2 2 7
2 3 6
GA 1 1 f ; 1 e The type of technical and organizational activities
5 9 7 o Intensity of technical and organizational activities
1 3 1
2 1 1 5 To solve the developed mathematical model, we proposed an MA to
1 2 5 determine the optimal solutions. The performance of proposed algo-
2 ! ? ; ‘1‘ rithm is compared with GA. Both algorithms are tuned by RSM to en-
3 3 5 hance accuracy and precision of the algorithms. The results illustrate
2 2 2 1 that MA has a better performance than GA in terms of the objective
3 2 7

12

value and also the production of initial solutions. The comparisons
between the performance of the algorithms show that the performance
of MA in generating initial solutions and finding the final solution is
better than GA. By increasing the minimum performance level to reach
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Table 32 900 w0=300
Optimal values of technical and organizational activities for wy = 500. : Ge;etic
Algorithm System Sub-system Version AChiny ASpiw 850 Memetic
MA 1 1 2 0.0069(3) 0.6434(1) \
0.7025(2)
0.5769(3) 800
2 - O 0.6678(1) N
2 1 - o 0.7763(1) 750 D
0.2947(1) -
0.5102(3) 8 \
2 1 0.0421(1) 0.2275(1) 700 \
0.0348(2)
0.0203(3) _\
GA 1 1 2 0.1742(1) 650 U
0.1491(2) 0.4103(1) T\ \
0.1077(3) 0.4581(2)
0.5127(4) 0.3585(3) 600
0.3487(5)
2 - {} 0.3531(1)
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Table 34
Performance comparison of GA and MA under different indices.
Minimum performance rate 300 500 700
Algorithm GA MA GA MA GA MA
Best objective value 614.4950 591.8912 980.1612 901.2137 1381.5859 1167.3857
Worst objective value 617.5290 593.3130 984.8653 903.0981 1389.7509 1171.2417
Variance of objective values 3.7214 1.0052 5.06527 1.5921 13.7428 6.1792
CPU time (s) 122 134 129 138 137 149
the minimum desired availability, the difference between the final so- [15] Kim HG, Bae CO, Park DJ. Reliability-redundancy optimization using simulated
lutions of the two algorithms becomes more tangible. The reason for annealing algorithms. J Qual Maint Eng 2006;12(4):354-63. )
this i t the 1 f 1 Is. it i ier to find soluti that [16] Kulturel-Konak S, Smith AE, Coit DW. Efficiently solving the redundancy allocation
1S 1, al ¢ low performance levels, it 1s easier to Iind solutions tha problem using tabu search. IIE Trans 2003;35(6):515-26.
satisfy the constraints of the minimum availability level of system but [17] Kuo W, Prasad VR. An annotated overview of system-reliability optimization. IEEE
by increasing the minimum performance level, the feasible solution Trans Reliab 2000;49(2):176-87.
space will be limited. and it will be difficult to achieve efficient and [18] Levitin G, Lisnianski A. Survivability maximization for vulnerable multi-state sys-
p R i ? tems with bridge topology. Reliab Eng Syst Saf 2000;70(2):125-40.
feasible solutions. [19] Levitin G, Lisnianski A. A new approach to solving problems of multi-state system
The most important limitation of the present research is the inability reliability optimization. Qual Reliab Eng Int 2001;17(2):93-104.
to use exact solution methods for the optimization model. Given that [20] Lisnianski A, Levitin G. Multi-state system reliability. Assessment, optimization and
o R A p N applications. Series on Quality, Reliability and Engineering Statistics 6. (Ed) World
the systems availability level in this study is calculated using the UGF Scientific; 2003. p. 28.
method, the model proposed in this study is nonlinear. In addition to [21] Levitin G, Xing L, Ben-Haim H, Dai Y. Reliability of series-parallel systems with
the computational complexity of the redundancy allocation problem random failure propagation time. IEEE Trans Reliab 2013;62(3):637-47.
. P . P y . y . P [22] Levitin G, Xing L, Johnson BW, Dai Y. Mission reliability, cost and time for cold
with multi-state components, the main reason for using the meta- standby computing systems with periodic backup. IEEE Trans Comput
heuristic algorithms and optimizing the multi-state systems is that it is 2014;64(4):1043-57.
not possible to calculate system availability with a mathematical [23] Li W, Zuo MJ. Reliability evaluation of multi-state weighted k-out-of-n systems.
f . Reliab Eng Syst Saf 2008;93(1):160-7.
unction. [24] Liang YC, Chen YC. Redundancy allocation of series-parallel systems using a vari-
For further studies, one can consider different efficient algorithms able neighborhood search algorithm. Reliab Eng Syst Saf 2007;92(3):323-31.
or hybridize them to achieve better solutions. The other types of RAP [25] Liang YC, Wu CC. A variable neighbourhood descent algorithm for the redundancy
. . . allocation problem. Ind Eng Manag Syst 2005;4(1):94-101.
like welghte.d k-out-of-n syst(?ms or multi-state k-out-of-n systems can [26] Lins ID, Droguett EL. Redundancy allocation problems considering systems with
also be considered as the basic problem. imperfect repairs using multi-objective genetic algorithms and discrete event si-
mulation. Simul Model Pract Theory 2011;19(1):362-81.
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